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ABSTRACT

This research is devoted to investigate relationship between both Ultrasonic Pulse
Velocity and Rebound Number (Hammer Test) with cube compressive strength and also to study
the effect of steel reinforcement on these relationships.
A study was carried out on 32 scale model reinforced concrete elements. Non destructive testing

campaign (mainly ultrasonic and rebound hammer tests) made on the same elements. About 72 concrete
cubes (15 X 15 X15) were taken from the concrete mixes to check the compressive strength.. Data analyzed.
Include the possible correlations between non destructive testing (NDT) and compressive strength (DT)

Statistical approach is used for this purpose. A new relationships obtained from correlations results is given.
Keywords: Non-destructive investigations, concrete, SonReb Methods, Combined Methods
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INTRODUCTION

With good care in the design and production of
concrete mixture, many variations may happen in
the conditions of mixing, degree of compaction or
curing conditions which make affect the final
production. Usually, concrete produced have been
assessed by standard tests to find the strength of
the hardened concrete. Concrete is a non-
homogeneous material and even if a uniform
distribution of its component is assumed. It is very
difficult to develop a model correctly to evaluate
its onsite mechanical behaviour. Compressive
tests of concrete cores also gives results affected
by uncertainty and strongly dependent on
reference standard used. Several non-destructive
testing methods have been developed in the past
for onsite concrete strength assessment. Among
them Rebound Hammer and Ultrasonic Pulse
Velocity (UPV) tests are the most commonly used
in practice though their reliability and usefulness
is quite controversial [Nash't et al., 2005]. A
good calibration of the methods is only possible if
a good knowledge of the concrete properties is
already achieved, i.e. it is necessary to use some
destructive tests to obtain such information. When
assessing wide non-homogeneous structure such
limit can be crucial from an economical and
practical point of view. An improvement of the
reliability of non-destructive tests could be
obtained by their combination as well as in the
SONEB method (both ultrasonic pulse velocity
and Hammer test). Depending on a wide number
of experimental determinations under laboratory
condition different regression models have been
proposed here. It was evidenced that a preliminary
knowledge of concrete characteristics is of great
importance to optimize regression model.
[Proverbio and Venturi, 2005].

The need for systematic assessment of in situ
concrete strength usually arises when the safety
margin of an existing structure has to be evaluated
or if there are concerns about hardened concrete
quality of new constructions. The choice among
which destructive, semi-destructive (e.g. coring)
or non-destructive tests (e.g. ultrasonic pulse
velocity, rebound number, should be adopted, has
to account for precision requirements, survey
extension, available time and cost [Nash't et al.,
2005]. Briefly, rebound hammer (Schmidt
hammer or Swiss hammer, invented in 1948)
estimates surface strength as a function of
resiliency, measuring the kinetic energy that is not
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dissipated by hammer impact, on an arbitrary
index; ultrasonic pulse velocity, giving an integral
measure over length, exploits the relationship
between concrete stiffness and strength, since
stress waves velocity is also related to concrete
Young modulus [Nash't et al., 2005].

The estimate of a single concrete strength value
by means of more than one test type, commonly
referred to as “combined method [Mantegazza
et al., 2002].

1.2 Objective of the Study

The main objectives of this investigation is to
find a relationship between ultrasonic pulse
velocity and cube compressive strength, Rebound
Number and cube compressive strength and both
ultrasonic pulse velocity and Rebound Number
with cube compressive strength. The main goal of
this study is to investigate the effect of
reinforcement on these relationships.

EXPERIMENTAL PROGRAM

The details of the experimental program includes
details of the materials used, mix proportions,
preparations, curing, and testing of specimens.

These experimental works is carried out to
find a fitting equation between non-destructive
testing and the compressive strength of reinforced
concrete in structural member.

Materials

The properties of materials used in any structure
are of considerable importance [Neville 1995, and
ACI 211]. Standard tests according to the
American Society for Testing and Materials
(ASTM) and Iraqgi specifications (1.Q.S.) have
conducted to determine the properties of
materials.

Cement

Both Ordinary Portland Cement (OPC) and
Sulfate Resisting Cement (SRPC) manufactured
in Irag with a commercial name of (Tasluga and
Al-jesser) are used for concrete mixes throughout
the present work. This cement complied with the
Iragi specification [1QS, N0.5:1984]. Testing of
cement is conducted in the National Center for
Construction Laboratories and research. The
physical properties and chemical analysis of the
cement used are given in the Table.1. Also, the
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compounds of cement calculated according to
Bogue equations, [Neville, 1995] are listed in
Table (1).

Water

Tap Water is used for both mixing and curing of
concrete, and the amount of it is based on concrete
mix design.

Coarse Aggregate

The coarse aggregate is brought from Al-Nibaii
area with a maximum size of (19.5) mm. then
recombined to satisfy the [lraqgi specification
N0.45/1984]. The grading and other properties of
this type of aggregate are shown in Table.2

Fine Aggregate

Natural sand from Al-Akhaider in Iraq is used for
mixes. The physical and chemical properties of
the sand are listed in Table.3; the sand is
complying with Zone (2) according to the [1QS
No0.45 (1984)].

Steel Reinforcement

Steel bars are used throughout this work are
manufactured in Ukraine. The physical properties
are shown in the Table.4 and the steel bars are
grade 75 according to [ASTM — A615].

Mix Design and Proportions

The concrete mix is designed according to [ACI
211.1-91] standard as shown in Table.5.

Casting Moulds Preparation

Four types of plywood forms are used in this
investigation as shown in Plate (3.1). The first
type with dimensions (50X30X30) cm is used as
beam specimen. The second type with dimension
(30X30X50) cm is used as column specimen. The
third type with dimension (60X60X40) cm is used
as foundation specimen. The fourth type with
dimension (60X60X15) cm is used as slab
specimen.

Mixing Procedure

Concrete is mixed in a drum rotating laboratory
mixer with a capacity of (0.5 m3). The interior
surface of the mixer is cleaned before placing the
materials. Mixing method is important to obtain
the required homogeneity of concrete mix; the
mixing was done according [ASTM C192].

Volume 19 October 2013

1191

Journal of Engineering

Compressive Strength Test

Compressive strength test is carried out according
to [ASTM C-39 -01], using a digital testing
machine with a capacity of (2000 kN) as shown in
Plate 3-5. Three cubes of (150x150%150 mm) and
three core specimens of (100 diameter x different
high mm) are tested from each mix.

Ultrasonic Pulse Velocity Test (U.P.V)

Ultrasonic Pulse transit times are measured by
direct and indirect transmission method as shown
in Plate.1. This test is carried out according to
[ASTM C597-02]

Rebound Hammer Test

Schmidt hammer is used to estimate the surface
hardness of concrete specimens by recording the
rebound number, which can be considered as a
measure of the concrete strength and percentage
of voids. Schmidt hammer type (Proceq) is used
which is shown in Plate.2. The test method is
prescribed by [ASTM C 805-02].

Obtaining Drilled Cores

The coring process (Hilti Diamond Coring System
DD-250EE) is carried out according to [ASTM
C42-03], set perpendicular to the laid surface of
the specimens as shown in Plate.3.

RESULTS AND DISCUSSION
Ultrasonic Test Results

The research covers four groups of each type of
elements (Columns, Beams, Foundations & Slabs)
which varies with compressive strength (15, 25,
35, and 40) MPa, each group contains two
elements which varies with the details of steel
reinforcement (S1, S2)

It can be seen from Table6 that the pulse velocity
and the ratio between indirect pulse and direct
pulse increase with the increasing of compressive
strength that is because the w/c ratio decreases
from 0.790 to 0.395, the density increase from
2395 to 2456 kg/m3.

It is clearly seen from Tables 6, 7 and 8 (case
no.l) (the pulse path at the middle of the element)
the pulse velocity was approximately similar and
there is no significant difference between
Columns, Beams and Foundation, that’s because
the pulse path is far from the steel reinforcement.
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While pulse velocity measured in reinforced
concrete in the vicinity of reinforcing bars is
usually higher than in plain concrete of the same
composition. This is because the pulse velocity in
steel may be up to twice the velocity in plain
concrete and, under certain conditions, the first
pulse to arrive at the receiving transducer travels
partly in concrete and partly in steel [BS 1881-
Part 203].

So at case No.2 Tables 6, 7 and 8 (pulse path
perpendicular to the steel reinforcement) the pulse
velocity increase from 2% for members with 15
MPa compressive strength to 6% for members
with 40 MPa compressive strength for both
Columns and Beams members, while the
increment in Foundations was from 2% for
members with 15 MPa compressive strength to
4% for members with 40 MPa compressive
strength, the increment at case No.2 for Column
and Beams was higher than the increment in
Foundation because the ratio LS/W is equal to
(0.160 for S1, 0.167 for S2) for Columns and
Beams while its equal to (0.106 for S1, 0.125 for
S2) for foundation.

When the pulse path parallel to the steel
reinforcement, it indicated from case No.4 [Tables
(6) and (7)] that the pulse velocity increase from
3% for members with compressive strength 15
MPa to 8% for members with 40 MPa
compressive strength for both columns and beams
members [Ls/w)Column =Ls/w)Beam = 0.84].

In spite of Ls/w) Foundation is approximately
similar to that ratio in Column and Beam = 0.86, it
can indicated from case No.3 Table.8 that the
increment in pulse velocity for Foundation is
higher and it start from 4%for members with
compressive strength 15 MPa reaching to 10%for
members with compressive strength 40 MPa
depending on numbers, diameters and the
orientation of the steel reinforcement.

The increasing in direct pulse velocity is bigger
than the increasing in indirect pulse velocity and
that’s clearly appears at Table.6 this is because
the propagation of surface waves is restricted to a
region near the boundaries that is to the free
external surface of the material.

The linear and non-linear simple regression
between compressive strength (dependent) with
direct and indirect pulse velocity (independent)
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was conducted to [ACI 228.2R-98] and the
equations fixed at the curves on Figures.1 to 4.

Hammer Test results

Rebound number was taken for all types of
element and illustrated in Table.10. It is clearly
seen from Figure.5 that is no significant
difference in rebound number between all types of
elements. On other hand there is a significant
difference between the total proposed Equation
and Raouf Equation because Raouf equation was
done on concrete cubes samples while the total
proposed equation was done on concrete scale
model samples.

Combined method

The limitations of a combined method are usually
those pertained to the limitation of each
component test, except when a variation in the
properties of concrete affects the component test
results in opposite directions. For example, an
increase in moisture content increases pulse
velocity but decreases the rebound number. In this
case, the errors can be self-correcting. The more
information that can be obtained about the
concrete ingredients, proportions, age, curing
conditions, etc. the more reliable the estimate is
likely to be. When testing suspect quality concrete
of unknown composition, it is highly desirable to
develop a prior correlation relationship.

It is suitable to use the equation which was
obtained by linear multi-regression and illustrated
in Table.11:

CONCLUSION

1- For the pulse path at the middle of the element,
the pulse velocity was approximately similar and
there is no significant difference between
Columns, Beams and Foundation.

2- For the pulse path 3® far from the steel
reinforcement, the effect of steel reinforcement is
approximately disappears for both condition
parallel and perpendicular on steel reinforcement.

3- For the pulse path perpendicular on steel
reinforcement, the pulse velocity increase from
(2% for cubes compressive strength equal to 15
MPa) to (7% for cubes compressive strength equal
to 40 MPa) with the increasing of number and the
diameter of bars (increasing of the ratio between
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the length of pulse in steel reinforcement to the
total length of pulse in sample) (Ls/W).

4- For the pulse velocity parallel to the steel
reinforcement, the pulse velocity also increase
from (3% for cubes compressive strength equal to
15 MPa) to (10% for cubes compressive strength
equal to 40 MPa) with the increasing of number
and diameter of steel reinforcement (increasing of
the ration between the length of pulse in steel
reinforcement to the total length of pulse in
sample) (Ls/W) but the most effecting factor is the
distribution of steel reinforcement with respect to
the location of the ultrasonic pulse velocity
reading.

5- The increasing of pulse velocity for the pulse
path parallel to the steel reinforcement is always
higher than the increasing of pulse velocity for
pulse path perpendicular to the steel reinforcement
(Ls/w parallel > Ls/W perpendicular).

6- The ratio between indirect pulse velocity and
direct pulse velocity increase from 0.782 to 0.853
when the compressive strength of cubes increases
from 15 to 40 MPa

7- R? for combined method Equation is higher
than R? for both Ultrasonic Pulse Velocity
Equation and Hammer Equation, so if the
evaluation for existing structure is needed, it is
better to used the combined method.
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Table (1) Physical and Chemical Properties of Cement

Specific Surface area, Blaine method,
m?/Kg
256 259 >230 >250
Setting time,Vicat’s Method
Initial setting , hr : min
2:30 1:39 > 45 minutes
Final setting , hr : min
4:50 4:20 <10 hours
Compressive strength MPa
3-days 16.0 19.3 >15
7-days 24.3 23.5 >23
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35 3260 | e e
26.21 2995 | - | e
10.03 306 | @ - 35
9.97 1447 | - | e

Table (2) Physical and Chemical Properties for Coarse Aggregate.

37.5 100 100
19.5 95.1 95-100
9.5 32.6 30-60

4.75 1.02 0-10

<0.1 0.08 Sulphate content SO3
(%)

---- 2.68 Specific gravity

..... 1 Absorption (%)

Table (3) Physical and Chemical Properties for Fine Aggregate.

9.5 100 100 100 100
4.75 91.7 90-100 90-100 90-100 95-100
2.36 76.5 60-95 75-100 85-100 95-100
1.18 58.6 30-70 55-90 75-100 90-100
0.60 41.2 15-34 35-59 60-79 80-100
0.3 18.6 5-20 8-30 12-40 15-50
0.15 9.1 0-10 0-10 0-10 0-15
Sulphate content SO3 (%) 0.45 <0.5
Specific gravity 262 | e
Absorption (%) 331, | e
Fineness Modules (F.M.) 30 | e
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Table (4) Physical Properties for Steel Reinforcement

1 12 0.859 11.81 685 795 12.0 Pass
2 12 0.859 11.81 682 792 12.2 Pass
3 12 0.859 11.81 681 792 12,3 Pass
1 16 1571 15.97 634 714 12.7 Pass
2 16 1571 15.97 631 712 12.8 Pass
3 16 1571 15.97 632 713 12.8 Pass
1 25 3.778 24.76 633 737 125 Pass
2 25 3.778 24.76 631 735 12.6 Pass
3 25 3.778 24.76 630 736 126 Pass

11 % for Bar 10 mm

Grade 40 280 420

12 % for Bar >12 mm

9 % for Bar 10-20 mm

Grade 60 420 620 8 % for Bar 22-25 mm

7 % for Bar >29 mm

7 % for Bar 20-25 mm
Grade 75 520 690

6 % for Bar >29 mm

Table (5) Mix Proportion

T L L T CRE T

B0 (2 OO DT

C15 210 914 1105 166 0.790 2395
C25 300 880 1075 166 0.533 2421
C35 375 832 1067 166 0.422 2440
C40 420 820 1050 166 0.395 2456
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Table (6) Ultrasonic Test Results for Beam
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Continuous of Table (6) Ultrasonic Test Results for Beam

Continuous of Table (6) Ultrasonic Test Results for Beam
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Table (7) Ultrasonic Test Results for Column

a=12.5 cm

CuoSs 4.685

C1sS, 3.860 3.080 0.798 16.54
CuxS: 4.352 3.531 0.811 27.00
CuS, 4.366 3.554 0.814 27.07
CasS; 4.528 3.747 0.828 36.56
CasS, 4.531 3.776 0.833 36.62
CusS1 4.620 3.815 0.826 42.27

3.892 0.831 42.28
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Continuous of Table (7) Ultrasonic Test Results for Colum
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Continuous of Table (7) Ultrasonic Test Results for Colum
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Table (8) Ultrasonic Test Results for Foundation

a=16.5 cm
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Continuous of Table (8) Ultrasonic Test Results for Foundation

F1sS; 4.053 1.0389 3.253 1.0372 0.803 16.05
FisS, 4.060 1.0352 3.246 1.0311 0.800 16.54
FusS; 4.581 1.0423 3.833 1.0392 0.837 27.00
4.602 1.0412 3.880 1.0470 0.843 27.07
F25S,
FasS, 4.985 1.0620 4.111 1.0454 0.825 36.56
FasS, 4,991 1.0599 4.152 1.0483 0.832 36.62
FuoS: 5.254 1.1019 4.334 1.0692 0.825 42.27
5.245 1.0989 4.370 1.0734 0.833 42.28
F4S2

Ultrasonic Test Results for Slab
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Table 10 Hammer Test Results

Element Type Average of three sets of Average Compressive strength (
Rebound Hammer MPa)
Ci55: 25 16.05
Ci5S 26 16.54
CxS; 30 27.00
Column CxS; 31 27.07
CssS; 36 36.56
CssS; 37 36.62
C40S: 44 42.27
C40S2 44 42.28
B1sS: 25 16.05
BisS, 25 16.54
Beam B2sS; 30 27.00
BsS, 31 27.07
Ba1sS; 37 36.56
BasS, 37 36.62
B4oS: 44 42.27
B4oS; 44 42.28
FisS; 25 16.05
F1sS; 26 16.54
FasS1 30 27.00
FasS, 31 27.07
Foundation Fa5S: 37 36.56
F3sS; 38 36.62
F0S: 44 42.27
F0S; 44 42.28
S155; 25 16.05
S15S; 25 16.54
S25S1 30 27.00
S,5S, 30 27.07
S35S1 37 36.56
Slab S35S, 37 36.62
S40S1 44 42.27
S40S2 44 42.28
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Table 11 Summary of Equation of Combined Method

. Type of Pulse . .
Element Equation Name . Equation R
Velocity
Col Total proposed Column DUPV y=10.123 DUPV + 0.913 R - 45.433 ] 0.975
olumn
equation SUPV y=13.502 SUPV + 0.789 R - 45.036 | 0.981
B Total proposed Beam DUPV y=9.166 DUPV + 0.987 R - 44.367 0.981
eam
equation SUPV y=13.913 SUPV + 0.836 R - 48.447 | 0.985
. Total proposed DUPV y=7.293 DUPV + 0.995 R - 37.197 0.980
Foundation ) ]
Foundation equation SUPV y=9.780 SUPV + 0.870 R - 36.654 0.987
-~ Total proposed Slab DUPV y=16.420 DUPV + 0.488 R - 58.495 ] 0.999
a
equation SUPV y=26.215 SUPV + 0.056 R - 66.490 | 0.996
Total Total combined DUPV y=7.666 DUPV + 1.017 R - 38.653 | 0.974
ota
proposed equation SUPV y=8.129 SUPV + 1.015R - 33.877 0.974
- Raouf equation DUPV V= 0.93R0 031DV 0.978

Table.12 Summary of Proposed Equations

Item Equation name Type Equation R’
DUPV y=0.173 g M157 DUV 0.961
1. Proposed Total Plain Concrete Equation
SUPV y=0.460 g M1°0SUPV 0.944
DUPV y=0.422 g 0939 DUV 0.888
2. Proposed Total Effect Equation
SUPV y= 0.747 g 09975V 0.890
3. Proposed Total Hammer Equation R y=5.378 ¢ 004%R 0.899
DUPV +R | y=7.666 DUPV +1.017 R - 38.653 | 0.974
4. Proposed Total Combined Equation
supv+R | y=8129 SUPV +1.015R -33.877 | 0.974
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Exact Stiffness Matrix for Nonprismatic Beams with Parabolic
Varying Depth

Dr.Musab Aied Qissab Al-Janabi
Lecturer/ Department of Civil Engineering
AL-Nahrain University

ABSTRACT

In this paper, an exact stiffness matrix and fixed-end load vector for nonprismatic beams having parabolic
varying depth are derived. The principle of strain energy is used in the derivation of the stiffness matrix.
The effect of both shear deformation and the coupling between axial force and the bending moment are
considered in the derivation of stiffness matrix. The fixed-end load vector for elements under uniformly
distributed or concentrated loads is also derived. The correctness of the derived matrices is verified by
numerical examples. It is found that the coupling effect between axial force and bending moment is
significant for elements having axial end restraint. It was found that the decrease in bending moment was
in the range of 31.72%-42.29% in case of including the effect of axial force for the studied case. For
midspan deflection, the decrease was 46.07% due to the effect of axial force generated at supports as a
result of axial restraint.

KEYWORDS: Stiffness; Parabolic; Shear deformation; Axial force; Beams
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INTRODUCTION
Members with variable depth are used in many
engineering structures such as highway bridges,
buildings, as well as in many mechanical
components and aerospace engineering structures.
In civil engineering construction, nonprismatic
members are frequently used to optimize material
distribution and stresses, increase the overall
stability and stiffness, reduce the dead load
positive moment and deflection, and sometimes to
satisfy architectural requirements. Accordingly,
the analysis of structures having nonprismatic
elements is of interest in structural, mechanical,
and aerospace engineering. The analysis of
nonprismatic members is covered in several
publications (e.g., Timoshenko and Young 1965;
AL-Gahtani 1996; Al-Gahtani and Khan 1998;
Luo et al 2007). Most of the available publications
deal with the analysis of tapered members only.
Some particular cases (e.g., Timoshenko and
Young 1965; AL-Gahtani 1996) deal with the
analysis of nonprismatic beams having parabolic
varying depth. However, these cases are limited to
the analysis only (no stiffness matrix derivation)
of such type of members involving lengthy and
tedious calculations which are not applicable for
use in the analysis packages in which the analysis
is based on matrix operations. In addition, the
available analytical solutions do not consider the
effect of shear deformation and the axial force-
bending moment interaction. The other
alternative publications deal with the numerical
methods of analysis such as the finite element
method (e.g., Bathe 1996) in which the member is
discretized to a number of elements and the
stiffness matrices of the elements are assembled to
obtain the stiffness matrix for the whole member.
The main disadvantage resulting from member
discretization is the large number of input data
required even  for  simple  structures.
The purpose of this paper is to present an
exact stiffness matrix for nonprismatic beam
elements with parabolic varying depth including
the effect of shear deformation and the axial
force-bending  moment  interaction.  The
correctness of the derived stiffness matrix and the
fixed-end load wvector is examined through
numerical examples.

Exact Stiffness Matrix for Nonprismatic

1213

Beams with Parabolic Varying Depth

PROBLEM STATEMENT

Consider a nonprismatic Euler- Bernoulli beam
element of length L as shown in Fig. 1(a). The
element is rectangular in cross-section and has a
parabolic varying depth and constant width. Three
degrees of freedom are assumed at each node.
Only the deformation in the plane of the element
and the bending moment about the centroidal
main axis are considered. The positive direction of
displacements and forces are as shown in Fig.
1(b).

The stiffness components corresponding to the
degrees of freedom shown in Fig. 1(b) can be
obtained by using Castiglianos second theorem
(Boresi, A.P. and Schmidt, R.J. 2003), which
states that the deflection caused by an external
force is equal to the partial derivative of the strain
energy (U) with respect to that force. The total
strain energy (U) for the element shown in Fig.
1(a) including the strain energy caused by bending
moment, shear and axial forces can be given by

2 Lo 2
Xy 422 jQX dx
X 2Gb hX 2

U =

1M
2_EII
0

2 1)
L1 X _dx
2Eb ; h,
where My, Qy, Py, Iy, hy, are the bending moment,
shear force, axial force, moment of inertia and the
depth of the element at the distance x respectively;
b, E, G, are the width of the element, Young‘s and
shear modulus of elasticity, respectively. The
bending moment M,, shear force Q,, and the axial

force P, can be found from equilibrium as
follows

My :%Piho(cxz)"‘QiX_Mi (2a)
Qx =Q (2b)
P, =P (20)

The moment of inertia and the depth of the
element cross section at a distance x can be given

by

X

3
=%(1+cx2)3 =1,(1+cx 23 h, =hy(L+cx2)
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3)

where ho=the minimum depth of the element (at
the origin), c=(hy-ho)/(hoL?), and h,= the max-
imum depth of the element.

Substituting egs. (2a), (2b), (2c), and (3) into
eq. (1) and after integrations, the following exact
expression for the strain energy can be given as

P. 2hy?
4

U

{Pizlo(aoh‘ (&) -PiMhy(a,)

" 2EI,
+M i2(a3)+PiQi ho(a4) —M;Qj (as)

+Q;%(as +2EI K, ) } 4)
where
=t (52)
0
I ETE R VRPN S
a = - {4[2% 4sm(2¢0)] 25 ¢Ocos¢0} (5b)
11 1.
3, ZE{E% —§5|n(4¢o)} (5¢)

8, = _B(%% +%sin(2¢o)j+%0033 gy sin %} (5d)

RS R S S (5¢)
Y| 204cl?)?  (L4cl?) 2
1] 1

=—|1-— 5
% 2| (1+cL2)2} 0

1
a6=g(a2) (59)
and

124, 1
K, = .4y =tan"*(\c L) ,and A, =bh
v ZGAO\/E ¢0 ( ) 0 0
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(6)

The partial derivative of the strain energy (U)

with respect to P;, Q;, and M; can be given
respectively as follows

h 2
oU 1 [P [2|0a0 +%(61)J+

T ™
P, 2El,
Qi (ho(ay))—M; (hg(ay))

U _ o _ 1 [Pi(ho(@:))+Q; (2(a) +4EIoK, )
Qi ' 2Elg| M, (as)

8
ouU 1
a6 = ga R (10(@2) Qi (@) + M (22)

)

where u;, v, and ¢ are the displacement

components in horizontal ,vertical directions, and
rotation angle at node (i) respectively.

The stiffness coefficient (k;) of an element can
be defined as the force or moment at node (i)
required to induce a unit displacement or rotation
at node (j) with all other displacements equal to
zero. Therefore, egs. (7), (8), and (9) will be used
to derive the stiffness matrix of the element.

Writing egs. (7), (8), and (9) in a matrix form
yield the following

2
(2|0a0+h%(al)) (ho(as)) ~(ho(a2)) P
(ho(as)) (2(ag) +4EIGK, ) —(as) Qi
_(ho (az)) —(as) (2a3) M;

Ui

= 2Elyqv;

0.

(10)

or

[D]{F}=2E15{s};{F}=2E1,[D] {5}
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(11)
where
dy; dyp dyg
[D]: dy, dyp d23
dig dy dgg
2
(Zloao"'h%(al)) (ho(a4)) _(ho(az))
= (ho(as)) (2(ag) +4EIGK, ) —(as)
~(hy(a,)) —(as) (2a3)
(12)
P U;
{F}: Qi ;{5}:2E|0 Vi (13)
M; 0,
AXIAL STIFFNESS

Applying a unit axial displacement at node (i)
with all other displacements equal to zero (i.e. put
ui=1, vi= 0, and g, =0 in the displacements vector

d), the stiffness coefficients corresponding to
that displacement can be found by solving eq. (11)
for the column matrix F , hence

2El
kip =P :To(dssdzz —dy) (14a)
—2ElI
ky =Qj = ) % (daady, —dyadp) (14b)
2El
kg =M; :To(d23d12 —dy3d5,) (14c)

From equilibrium, the force vector (or stiffness
coefficients) at node (j) corresponding to the unit
axial displacement at node (i) can be given as

kg1 =Qj =Ky (14e)

Exact Stiffness Matrix for Nonprismatic
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h, —h
kGlej =Ky ( 12 0)+k21|—_k31 (14f)
where
A =dyy (A5, 055" ) ~dyp (550, —d1adlps) +
d13(d23d12 _d13d22)
(15)

FLEXURAL STIFFNESS

Following the same procedure given for the
derivation of axial stiffness, the flexural
(translational and rotational) stiffness coefficients
can be obtained by applying a unit lateral
displacement or a unit rotation (with all other
displacements equal to =zero) to obtain the
translational or rotational stiffness coefficients,
respectively.

Hence, by substituting ui=0, vi= 1, and 6, =0 in
the displacements vector &, the translational
stiffness coefficients can be given as

—2El
kip=P = P % (dadyy —dyadp3) (16a)
2EI
k22 =Qi =To(d33d11 _d132) (16b)
—2El
ks =M; = ) % (dpedyy —diqdy,) (16c)

From equilibrium, the stiffness coefficients or
the force vector at node (j) corresponding to the
unit lateral displacement at node (i) (i.e. ui=0, v;=
1,and 6, =0) can be given as

Kyp =—kgp =P (16d)

ks, =Qj =Ky (16e)
hy o

Keo =M j =kp,( > )+ Kol —Kgp (16f)

Similarly, the rotational stiffness coefficients can
be obtained by substituting u=0, v;= 0, and
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¢ =1in the displacement vector[s] and solving
eq. (11) as follows

2El
kig=P = P % (d 0y, —digd ) (172)
—2El
Ko =Q; = 1 . (dgsdyy —dy30s,) (17b)
2El
kg =M; = P % (dpydy; —dy,”) (17c)
and from equilibrium
kg3 =Pj =—Ky3 (17d)
Ks3 =Qj =—Kp3 (17¢)
h —ho
Kea =M j =kys( > )+ Kol —Kgg (17)
Taking advantage of the symmetry

characteristic in the stiffness matrix, and from
equilibrium requirements, the other coefficients of
the 6*6 stiffness matrix can be given as follows

ki, = _ZE' 0 (dadyy —dps°) (18a)
Kpa = %(ds?pl12 —dydy) (18b)
Kgy = %(d 23012 —d13d5;) (18¢c)
as =258 (A =) (18d)
Ksy = _25' O (d330;, —dy5d,3) (18e)
k64=k14(h1;h°)+k24L—k34 (18f)
Kys :%(d%d12 —dy50,53) (19a)
Kz = 2 Ay ) (19b)
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2El

Kss :To(d23dll —dy30;p) (19¢)
—2ElI
k45 :To(dssdlz _d13d23) (19d)
2El
Kss =T°(d33d11—d132) (19)
h, —hy
Kgs =Kys( 5 )+KosL —Kgs (19f)
h, —hy
kyg =Ky ( 2 ) +kok —kgy (20a)
h, —hy
Ko = kia( 5 ) +kol —Kgp (20b)
h, —hy
kag =Ky ( 2 )+ Kol —Kgs (20c)
h, —hy
Kge ==Ky ( 5 )—Ka L +kgy (20d)
h, —hy
Kse =—Kyo( 2 ) — kL +Ksgp (20e)
h, —hy
Kes =Ky ( 5 ) +Keol —Kgg (20f)

where A is given by eqg. (15)

Similar results can be obtained for the stiffness
coefficients given by egs. (18a)-(20f) by using
the same procedure presented before. Therefore,
substituting for My, Q,, and P, in the strain energy
expression (eg. (1)) interms of the nodal force
vector at node (j) and following the same previous
procedure will yield the same expressions given in
egs. (18a)-(20f).

The obtained stiffness coefficients can be written
in a matrix form as

I(12 k13 k14
I(22

—kll
k23 I(24
k33 k34

(21)

sym. Kag

k66

For a beam element having an orientation as
shown in Fig. 2, the stiffness coefficients can be
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obtained by the same previous procedure. The
stiffness matrix for this case can be written
interms of the obtained coefficients (egs. (14a)-
(20f)) of the above stiffness matrix as follows

ki k_12 k_13 |€14 I515 k:lG
Koo k_23 k_24 k_25 k_ze
[K—J _ Kas k_34 k_35 k_36 (22)
sym Kaa k_45 k_46
Kss k_56
L k66_
in which
— 2El,
kg = —(dead 22 —Ugs’) (23a)
— 2El,
kip = _(d33d12 —dy5d53) (23b)
ki = 14( )+k24|- K3q (23c)
—2El,
Kig = % (dgsdy, d232) (23d)
—2El,
kis = % (d 3301, —dy5d3) (23¢)
—2El,
Kig = 2301 —d1305;) (23f)
2El
Ky = 0 (dgq0ly; —di57) (243)
kzs— 12( )+k22L K3z (24b)
—2El,
Kog = % (daadyy —dyad ) (24c)
—2El
k25 = g (d33d11 —d132) (24d)
—2El,
Ko = (! 23011 —dy3ds5) (24e)
k33— 16( )+k62|- Ksg (241)
— h,—h
Kag = —Kyg () kgl +kgy (25a)

Exact Stiffness Matrix for Nonprismatic
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Q5=—hgm h%—knL+Mz (25b)
Ko = 13( )+k23|— Kss (25¢)
Kas = 2200 (A5l ~d%) (250)
Kas :ﬂ(d a3y —did ) (25e)
Kyo = 2E'° (ddyy —dyady0) (25f)
Kss :%(dwdn—dm ) (26a)
Ksg = 2L, (dqdyy —dygds,) (26b)
Kes =ﬂ(c|zzo|n—c|12 ) (26¢)

For elements having no axial force-bending
moment coupling such as when the centroidal axis
of the element is straight (i.e. the element is
symmetric about centroidal axis), the obtained
coefficients can be modified by substituting the
following values for the[ D ]matrix coefficients
(eq. (12)) such that

dy; dpp dig (2ly2) 0 0
[D]=|dy, dy dos | = 0 (2ag)+4EIGK, ) ~(as)
dig dpg dag 0 —(a5) (2a3)

(27)

FIXED-END LOAD VECTOR DUE TO
UNIFORM LOAD

Consider a nonprismatic beam element with a
parabolic varying depth under a uniform load q as
shown in Fig. 3(a). By using the principle of
superposition and knowing that the sum of all
displacement components in each direction at the
fixed end must be zero, the flexibility matrix
equation corresponding to node (i) can be written
as



Number 10
%(ﬂl) QC—(’(y) . f 2 (1, - )
hy 1 1
& el I(l_ (L+cL?)?
1 1
E T )—( —(1+cL2)2J )
h
70(01)
_q_Jsin* g
_03/2 8\/5
~@

where

1 1 .
a= §¢o —55"‘(4%)

B

2

:%cos @ Singy + ( & +— sm(2¢0)j

y=|1+ 122_
(1+cL?)

(1+cL2)j

3 1. 1 .
o = (§¢0 —Zsm(2¢0)+§sm(4¢o)j

1 1 .
"N ZE[% +Zsm(2¢o)j

J% " (5-27,)

|

(28)

(29)

(30)

(31)

(32)

(33)

(34)

Writing the flexibility matrix [F] in eq. (28) in

the form
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fi1 f1o fig
[F]: f21 f22 fzs
far fap fas
1 ho
f(ﬂl) g(?’) \/—(71 B)
h 1 -1 1
=& @) E(lf(lm_z)z]
1 1
\f( )—( mj f(ﬁ) |
v J

(35)

and solving eq. (28) for the unknown fixed end
reactions Py , Qg , and M yields

sin ¢,

hyo
L 23f32)——2

_q
Pri = l//£4C3/2

a
_ZCT(f 23f12 —f 22f13)]

(](33f 22 —f (f33f12 _f32f13)

(36a)
g —hyn sin ¢y
QFi _;[W(f:{;le f31f23)+ 2 (f33fll_f31f13)
a
+W(f23f11_f21f13)j
(36b)
g hex sin ¢0
M _;(4(:3/2 (Faof g1 —Fyf p) ———2 o7 (faof 11 —Fafso)

a
_Z(:T(f 22fll _f21f12))

(36¢)
where
w =F11(F 2of 33 —F3af 23) —F 10 (Faaf 21 —F31f 23)
+F13(Faof o1 —Faif22)
(37)

The right hand side of eq. (28) represents the
free-end displacement vector at node (i) due to
applied load q.
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From equilibrium, the fixed-end reactions at
node (j) can be given as

Py =—Ps, Qf =dL Qg , and

hy — L2
M'—PH[ 2 jQH IVlFi_qT

(38)

FIXED-END LOAD VECTOR DUE TO
CONCENTRATED LOAD

For a beam element loaded by a concentrated load
(P) at an arbitrary location defined by a distance
(L,) from the left support as shown in Fig. 3(b),
the fixed-end load vector can be derived by using
the same procedure given before. The flexibility
matrix equation for this case can be given
as

1 ho ]
f(ﬂl) 5(7) 2\/» (7’1 ;
By L it lo.
8c 7 c32 4c (1+CL2)2 MFI
Fi
1 1
o dmay) w0
51
—P !5,
53
(39)
where
_—hy 11 1
%= (2{(1+ch) (1+cL2)}{(1+cL2)2
—m] HALNE (4 B~ +/7))]
1
(40a)
= e[ 5 ) - S -sina)
1 1
+Ll\/g((1+CL2)2 (@+cLP)? J]
(40b)
1 _ 1 1
3 _I[4Ll\/g(ﬂ_ﬁ)+[(l+cL12)2 - (L+cL?)? j]
(40c)
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Bz%cos Bsing +— ( ¢ +— sm(2¢1)]

¢ =tan (Ve Ly)
(41)

and all other constants are previously defined.

Solving eq. (39) yields the following expressions
for the unknowns fixed-end reactions at node (i)
interms of the flexibility matrix coefficients

P
Pri 25(51(1c 33f 22 =T 23 32) =65 (F 315 =3 13)
+03(f 512 _f22f13))
(42a)
P
Qr = ;(_51“ saf 21 ~Taf 23) + 8 (Fasfyy —Tifs)
—53 (f 23f 11 -f Zlf 13))
(42Db)
P
Mg =;(51(f32f 21 —Faif20) =0 (F3of 1y —F3if15)

+03(f pof 5 —f 21f12))
(42c)

And from equilibrium, the fixed-end reactions
at node (j) can be given as

P =—Pr Qg =P -Qp ,and
h,—h

MFj:PFi£ oj“‘QFi—MFi—P(L—Ll)

(43)
NUMERICAL EXAMPLES

To verify the correctness of the derived matrices,
the following examples are considered.

Example 1

Consider the beam shown in Fig. 4 which has a
single span of length, L=1units and fixed at both
ends. The beam is carrying a uniformly distributed
load, g=1. The depth of the beam is hy =1units at
the left end and increase parabolically to h; =2
units at the right end and has a unit width, b=1
units. The beam was analyzed by Khan and Al-
Gahtani (1995) by using the boundary integral
method (BIM). Using the same dimensionless
data adopted by Al-Gahtani and Khan, the beam is
reanalyzed by using the derived expressions for
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the fixed-end load vector. The results

presented in Table 1.

are

Example 2

Consider a three-span continuous bridge girder
having a parabolic varying depth as shown in Fig.
5. The depth of the girder varies from h=2.5 units
at both ends and midspan to h=7.5 units at interior
supports. This problem has been analyzed by
Timoshenko and Young 1965 ; Al-Gahtani and
Khan (1998).Using the same dimensionless data,
the problem is reanalyzed by using the derived
stiffness matrices and the fixed- end load vector.
The analysis results (at nodes 1,2,3,4,and 5) are
presented in Table 2 together with those obtained
by Timoshenko and Young (1965) ; Al-Gahtani
and Khan (1998). It can be seen that when the
girder is restraint against horizontal (axial)
displacement at supports (i.e. all supports are
hinges), the results diverge significantly from that
obtained by other methods as given in the last
column of Table 2. This is due to the coupling
effect between the axial force generated from
axial restraint and the bending moment which
reduces the displacement, rotations, and bending
moments.

Example 3

Finally, consider the beam shown in Fig. 6 which
has a span of unit length and a depth varies
parabolically from h=1.0 units at left end to h=2.0
units at the right end. The beam is supported at
the left end on a translational spring with a
stiffness constant of K=10 , fixed at the right end
and carrying a concentrated load P=1.0 at the left
end. The beam is analyzed by using the derived
stiffness  matrix interms of the given
dimensionless data. The analysis results are
presented in Table 3 in which the third column
show the results when the shear deformation is
considered. The results show a significant effect
for shear deformation. This is due to the large
translational stiffness relative to the rotational
stiffness for this beam.

SUMMARY AND CONCLUSIONS

In this paper, an exact stiffness matrix and fixed-
end load vector for beams with parabolic varying
depth are derived. An exact integrations were
carried out to obtain the strain energy equation
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including bending, shear, and axial strain energies
which is used to obtain the exact expressions for
the coefficients of the stiffness matrix. The
correctness of the derived expressions is examined
through numerical examples. It is found that the
derived stiffness matrices and the equivalent load
vector are efficient for the analysis of structures
having members with parabolic varying depth.
Furthermore, the derived matrices can be used in
the structural analysis softwars as compared to the
available analytical solutions. The obtained results
show a significant effect for axial force-bending
moment coupling in continuous beams with axial
restraint.
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h, = depth of beam at any section x;

lo, Ix = moment of inertia of beam cross-section;
K, = coefficient defined in eq. (6);

[K],[K ] = stiffness matrices;

L = length of beam;
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M, P, Q = bending moment, axial force, and shear 6,6, = rotational angles at nodes i, j;
force;

A = variable defined in eq. (15);
U = total strain energy; variable defined in eq. (15);

#,,¢, = variables defined by eq. (6) and eq. (41)

u, v = displacements in X and Y directions; .
respectively; and

a,B.v,a, By, = Vvariables defined in egs. (29)-

(34): w = variable defined in eq. (37).

0,,0,,0, = variables defined in egs. (40a)-(40c);

NOTATION

The following symbols are used in this paper:

Ao = minimum cross-sectional area of beam element;
b = width of beam cross-section;

¢ = depth variation variable;

[D] = matrix defined by eqg. (12)

E = Young's modulus;

[F] = flexibility matrix defined by eq. (35);

G = shear modulus;

ho, hy = minimum ,and maximum depth of beam respectively;
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Table 1. Fixed-End Actions

Variable BIM? Exact®
Pes 0.0000 0.0088
Qr1 0.4267 | 0.4232
M 0.0568 | 0.0564
Pr 0.0000 | 0.0088
Qr2 0.5733 | 0.5768
Mg, 0.1301 0.1287

& Khan and Al-Gahtani (1995)
b Present Analysis

Table 2. Supports Reactions, Midspan Deflection, and Angles of rotation

Exact® Exact®
Variable BIM? Slop-Deflection® (Free horizontal (Horizontal disp.
disp.) is restraint)

Py 0.000 0.000 0.000 -6.489
P, 0.000 0.000 0.000 98.978
Py 0.000 0.000 0.000 -128.116
Ps 0.000 0.000 0.000 35.667
Q: 1.510 1.500 1.337 7.090
Q. 72.450 72.850 72.644 66.165
Q. 46.620 46.150 46.768 40.187
Qs -12.580 -12.500 -12.732 -5.433
M, -593.750 -594.000 -598.393 -408.562
M, 124.810 138.600 125.941 72.680
M, -452.810 -453.000 -458.562 -283.633
v, - - -30086.330 -16224.470
51 290.250 376.560 387.600 -59.462
52 -423.920 -551.880 -560.712 -212.144
54 615.500 800.640 809.900 433.410
55 -775.540 -1006.200 -1018.890 -502.100

 Al-Gahtani and Khan (1998)

® Timoshenko and Young (1965)

¢ Present Analysis

V,=EloV,, 6,=El,6,, 6,=Ely6,, 6,=El,0,, 6,=El, 6,
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Table 3. Displacements, rotation, and Support reactions

Exact Exact
Variable (no shear (with shear
deformation) | deformation)

Ug -0.01577 -0.00776
A -0.04950 -0.07515
01 0.09460 0.04658
Q: 0.4950 0.7515
Q> 0.5050 0.2485
M, -0.5050 -0.2485

AY

QiVi

Pi,u;

Misai

(b)

Fig. 1. A beam element with parabolic varying depth:
(a) typical element; (b) degrees of freedom and nodal forces
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Qv
Qi!vi

Pj,Uj
M;,0;

Pi,Ui
i 0i

Fig. 2. A beam element with parabolic varying depth

‘_HHqulHHH

hy

A

(@)

h,

(b)

Fig. 3. Beam with parabolic varying depth fixed at both ends under the action of:
(a) uniformly distributed load; (b) concentrated load
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g=1.0

YYYYYYYVYVYVYVYVIYY

Y
hozl.OI

h1:2.0

L=1.0 |

-

Fig. 4. A Beam with parabolic varying depth (example 1)

g=1.0
BEEEEEEREEREREEEEREEEEN

2.51%\7%%\71/#” 125

360 , 72.0 36.0 ,

Fig. 5. A three-span continuous bridge girder (example 2)

P=1.0

J
1.01 1
%K;lo

L=1.0

Fig. 6. A Beam with parabolic varying depth elastically supported at one end
and fixed at the other end (example 3)
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Compressive Behavior of Fiber Reinforced Concrete Columns
Rehabilitated with CFRP Warps
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ABSTRACT

Over the last few years, there has been a worldwide increase in the use of composite materials for
rehabilitation of deficient reinforced concrete structures. One important application of this technology
is the use of Carbon Fiber Reinforced Polymer (CFRP) jacket to provide external confinement of
reinforced concrete columns. Square concrete column specimens 100x100x1000 mm with concrete
compressive strength of about 30 and 50 MPa, steel fiber volume fraction 0%, 0.5%, 0.75%, and
percentage of longitudinal reinforcement 2.01%, 3.14% and 4.52% were tested until failure in previous
research. In this research seven tested columns were repaired and rehabilitated using one layer of CFRP
flexible wraps and tested to determine their ultimate load carrying capacity. A comparison between the
behavior of column specimens before rehabilitation and after rehabilitation was carried out. The result
show that high strength concrete (HSC) columns show reduction in the maximum load carrying
capacity of about 2% - 21%, while the deflection at maximum load significantly increases relative to
concrete columns before rehabilitation.

KEYWORDS: Carbon Fiber Reinforced Polymer (CFRP), rehabilitated columns, high strength concrete.
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1. INTRODUCTION

The use of High Strength Concrete (HSC) members
has proved to be most promising in terms strength,
stiffness, durability and economy. As the strength of
concrete increases, it becomes more brittle. The lack
of ductility of HSC columns can result in sudden
failure without warning. Previous studies have
shown that the strength and ductility can be
improved by the wuse of spiral confinement
rectangular and circular lateral ties (Saravanan et al.
2010). In the case of a seismic event, energy
dissipation allowed by well confined concrete core
can often save lives. On the contrary, a poorly
confined concrete column behaves in a brittle
manner leading to sudden and catastrophic failures
(Sadeghian et al. 2009). Over the last few years,
there has been a worldwide increase in the use of
composite materials for the rehabilitation of
deficient reinforced concrete structures. One
important application of this composite retrofitting
technology is the use of fiber reinforced polymer
(FRP) jacket or sheets to provide external
confinement to reinforced concrete columns when
the existing internal transverse reinforcement is
inadequate (Benzaid et al. 2009). The concept of
strengthening reinforced concrete columns by FRP
composites is that when concrete is uniaxially
compressed due to load, Poisson’s effect induces
transverse strain that result in radial expansion of
the concrete. By confining the concrete using
continuous FRP jacket, the fibers resist the
transverse expansion of the concrete and provide
passive confinement which increases both strength
and ductility (Rai). Carbon fiber wrap provided a
better solution for repair and strengthening concrete
columns due to their well known advantages
including, a high strength to weight ratio than
traditional reinforcing material such as steel,
excellent corrosion resistance and the ability to
change the orientation of the fibers which allows the
user to strengthen a structure in preferential
directions to meet performance requirements, and
can result in less labour- intensive work (Wang et
al. 2008, Sheikh 2002 and Li et al. 2003).

Most of the available studies on the behavior of
FRP confined concrete columns have concentrated
on the strengthening of circular shaped columns,
while relatively few studies have addressed
rectangular columns. This partly because the
rectangular section is not uniformly confined and
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the compressive pressure is unevently distributed.
The higher stress is usually found at the corners
(Toutanji et al. 2007, Benzaid et al. 2008). No detail
study has been available on the repair and
rehabilitation of high strength fiber reinforced
concrete rectangular columns after subjected to
failure using carbon fiber reinforced polymer
(CFRP) wraps.

The effect of corner radius on the performance of
CFRP confined square columns were investigated
by Wang and Wu 2008. They reported a series of
tests on 108 CFRP confined short concrete columns.
The primary variables were the corner radius,
transverse jacket stiffness, and concrete grade. The
test results demonstrated that the corner radius ratio
is in direct proportion to the increase in confined
concrete strength. Furthermore, it is revealed and
explained that confinement provided by a jacket
with sharp corners is insignificant in increasing the
strength of columns but significant in increasing the
ductility of columns.

The main objective of the present investigation is
to:

e Rehabilitation failed normal and high
strength concrete columns by CFRP flexible
wraps.

e To determine the ultimate load carrying
capacity of the rehabilitated columns under
axial compression.

e To make a comparison between the
behavior of conventional concrete columns
(before rehabilitation) and the columns after
rehabilitation using CFRP flexible wraps.

2. EXPERIMENTAL WORK

2.1 Materials and Concrete Mixes

In previous research (Khalil et al. 2012) concrete
column specimens were manufactured using the
following material, ordinary Portland local cement
with physical and chemical test results conform to
the provisions of Iragi specification N0.5/1984 as
shown in Table (1) and (2) respectively. Natural sand
of maximum size 4.75 mm and gradation lies in zone
(2) was used. The gradation and sulfate content
results were within the requirements of the Iraqi
specification No. 45/1980, as shown in Table (3).
Normal weight crushed aggregate of maximum size
10 mm was also used. Its grading and sulfate content
conform to the requirements of lIragi specification
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No. 45/1980, as shown in Table (4). High range
water reducing admixture (HRWRA) commercially
known as TopFlow SP 703 was used to produce the
HPC mix. Its properties are shown in Table (5). The
dosage recommended by the manufacturer was
(0.75-2) liters/100 kg of cementations material. This
type of admixture conforms to the requirement of
ASTM C494-04. Silica fume with pozzolanic
activity index and the chemical oxide compositions
conform to the requirements of ASTM C1240-05
specifications was also used, as shown in Table (6)
and (7) respectively. Hooked end steel fiber was
used. It is commercially known as Dramix-Type ZC,
with 50 mm long and 0.5 mm diameter (aspect ratio,
I/d = 100), the density of the steel fiber is 7850
kg/m?, and the ultimate tensile strength for individual
fiber is 1117 MPa. Deformed steel bars with nominal
diameters 8mm, 10mm and 12 mm were used as
longitudinal reinforcement. Three specimens for each
bar diameter were tested in tension according to
ASTM A996M-05 to determine their properties; the
results were summarized in Table (8) and Fig. (1).
Reference concrete mix for normal strength
concrete (NSC) was designed in accordance with
ACI (ACI 211. 1991) to have compressive strength
about 35 MPa at 28 days without using any
admixtures. The mix proportions are 1: 1.19: 1.8 by
weight of cement with cement content 525 kg/m®
and w/c ratio of 0.43 to obtain a slump of 1005
mm. Several trail mixes were carried out to
determine the optimum content of silica fume and
the optimum dosage of HRWRA to have the same
workability (slump 100 £5) in order to achieve a
high strength concrete mix with compressive
strength of about 50 MPa. The results indicated that
maximum compressive strength obtained was for
mixes with 5% silica fume as addition by weight of
cement and a dosage of HRWRA 2 liter/100kg of
cement. Finally, discrete steel fibers with different
volume fractions (0.5% and 0.75%) were added to
the concrete mixes. Table (9) indicates the details of
concrete mixes used. The column specimens were
tested under uniaxial compression till failure.

In this research some tested columns from previous

research were repaired using bonding slurry Sika
Monotop-610 which was applied to the prepared
substrate, then a polymer modified repair mortar
Sika Monotop-612 was applied wet by wet to the
bonding slurry. After curing period, the repaired
concrete  columns were wrapped with a
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unidirectional carbon fiber fabric SikaWrap-
300C/60. The manufacturers guaranteed tensile
strength for this carbon fiber fabric is 3900 MPa,
with a tensile modulus of 230 GPa, maximum
tensile strain 0.006, an ultimate elongation of 1.5%
and a fiber thickness of 0.166mm. Two part epoxy
resin Sikadur-330 was used to bond the carbon
fabrics over the column specimens.

2.2 Preparation and Test Procedure of
Specimens
In previous research (Khalil et al. 2012) reinforced
concrete columns 100x100x1000 mm were
prepared as indicated in Table (10). To comply with
existing reinforced concrete members in any
structure, the corners for all prismatic specimens
were kept sharp for CFRP application. Four
longitudinal reinforcing deformed steel bars one at
each corner of column specimen cross section with
different diameter (8, 10 and 12) were used. Lateral
ties with 8mm diameter were used for all columns
specimens as shown in Fig. (2). Concrete cover of
12.5 mm was provided in all columns and a cover of
20 mm was provided between the ends of
longitudinal bars at the top and bottom surfaces of
the specimens to prevent direct loading on the bars.
The columns were continuously cured with water
and after that, they were kept in the laboratory to be
normally dried until the time of testing.
Universal testing machine with maximum capacity
of 2500 kN was used for testing the reinforced
concrete columns (conventional columns).The
column specimens were externally confined by 5
mm thick and 100 mm height steel collars at both
ends of the specimen to avoid premature failure at
the end regions of the columns throughout the test.
The columns gross deflection was measured by a
dial gauge of (0.01lmm/div) sensitivity, fixed with
the two collars by a steel frame.

2.3 Procedure for Repairing and Rehabilitation
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of Tested Column Specimens
In this research the column specimens tested in
previous research were repaired and then wrapped
with carbon fiber fabric (rehabilitated columns)
using the following procedure:
e The unsound concrete was removed and the
surface of the concrete was well cleaned
from dust by a steel brush.
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e The bonding slurry was mixed with
water/powder ratio 0.17-0.18 according to
manufacturers. Then it was applied by
brush to the prepared (pre-wetted) concrete
surface.

e Polymer modified repair mortar was mixed
with water/powder ratio 0.11- 0.13 by
weight according to manufacturers. The
mortar is applied wet on wet to the bonding
layer in several layers with thickness not
greater than 30mm.

e The repaired part of the column specimens
was cured by covering it with burlap and
spraying water on it every day, then
covering it with polyethylene sheets. The
repaired part was cured for 28 days after
that the specimens were kept in the
laboratory for seven days to be normally
dried.

e Two part epoxy impregnation resin was
mixed by hand (part A: part B=4:1 by
weight according to the manufacturers) and
applied to the prepared concrete column
surfaces using a brush.

e A unidirectional woven carbon fiber fabric
wrapped around the column. A roller used
parallel to the fabric direction until the resin
is squeezed out between and through the
fiber strands and distributed evenly over the
whole fabric surface. Carbon fiber layer
was wrapped around the column with an
overlap of ¥ of the perimeter to avoid
sliding or debonding of fibers during test.
The wrapped specimens were left at room
temperature for seven days before testing.
Fig. (3-A) shows one of concrete column
specimens before repair and rehabilitation,
while Fig. (3-B) shows the same column
after repair and rehabilitation with CFRP.

The same testing procedure was followed for
wrapped column specimen.

3. TEST RESULTS AND DISCUSSION

3.1 Properties of Bonding Slurry and Repair
Mortar

The compressive strength and direct tensile strength

specimens for the bonding slurry and polymer

modified repair mortar used to repair the column

specimens was casted cured and tested according to

ASTM C-109 and AASHTO T132 respectively.
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Table (11) and (12) show the results of the
compressive strength and direct tensile strength at
different ages for bonding slurry and polymer
modified repair mortar respectively used in this
research. The results show that both the
compressive strength and direct tensile strength
increase with age.

3.2 Maximum Load Carrying Capacity and
Deflection

The comparison of maximum load carrying capacity
and deflection between conventional (tested
columns until failure) and rehabilitated columns are
shown in Table (13). Generally it can be observed
that high strength concrete columns after
rehabilitation with CFRP wraps show a reduction in
the maximum load carrying capacity of about 2%-
21% in comparison with conventional high strength
concrete columns. This is because FRP not
increases the compressive strength of the square
columns with sharp corners, since the confining
action is mostly limited at the corners, producing
therefore a confining pressure not sufficient to
overcome the effect of concrete degradation (Chikh
et al. 2012). The deflection at maximum load
significantly  increases (except for column
0.75SF100-10H100) in comparison with
conventional high strength concrete columns. So the
application of CFRP wrap improves the ductility of
the rehabilitated column specimens. This attributed
to the fact that when FRP confined concrete
subjected to axial compression, the FRP jackets are
loaded mainly in hoop tension while the concrete is
subjected to triaxial compression, so that both
materials are used to their best advantages. As a
result of the confinement, both the strength and the
ultimate strain of concrete can be enhanced and
instead of the brittle behavior exhibited by both
materials, FRP confined concrete possesses an
enhanced ductility (Nicolae et al. 2008). The results
also show that the percentage decrease in maximum
load carrying capacity for rehabilitated fibrous HSC
columns relative to the conventional column
specimens is higher than that for nonfibrous
concrete specimens. The maximum load of
rehabilitated normal strength concrete columns (NF-

8N100) considerably increases relative to
conventional normal strength columns. The
percentage increase is about 65%. It can be

concluded that rehabilitation of normal strength
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concrete columns with CFRP wraps produce higher
results in terms of strength than for similar high
strength concrete columns.

3.3 Stress — Strain Response

The stress-strain relationships for both conventional
and rehabilitated column specimens are shown in
Figures (4) to (10). All CFRP wrapped specimens
showed almost linear stress-strain relationship at the
first stage governed by the stiffness of the
unconfined tested concrete, no confinement is
activated in the CFRP wraps when the lateral strains
in the concrete are very small. Then the increase of
load produces large lateral expansion in columns,
and consequently the CFRP wrap reacts accordingly
and a confining action is created on the concrete
core. In the cases of square section columns, the
confining action is mostly limited at the corners,
producing therefore a confining pressure not
sufficient to overcome the effect of concrete
degradation, thus the ultimate load for rehabilitated
high strength columns is lower than that of
conventional columns. Also high strength concrete
is more brittle than normal strength concrete.
Moreover the high slenderness ratio of column
specimen tested in this investigation leads on
overall to a decrease in load carrying capacity of
CFRP wrapped columns (Chikh et al. 2012).

3.4 Mode of Failure of Rehabilitated Column
Specimens
The summary of mode of failure for rehabilitated
column specimens is tabulated in Table (14), also
Fig. (11) shows the failure mode of some
rehabilitated specimens. Even though the CFRP and
reinforced concrete columns combination is a
composite action, the most of the load is carried by
the CFRP alone. Clicking sounds were heard during
various stages of loading which were attributed to
the microcracking of the concrete. It was noticed
that after the failure of CFRP the ultimate load of
column is reached and failure occurred as tensile
rupture or snatching of fiber wraps. It was observed
that the failure of fiber wraps was mostly
concentrated in column specimen end regions (at
the head or the base of specimen). This is due to the
high slender ratio of column specimens (L/h=10)
which leads to small rupture area for CFRP wraps
(Chikh et al. 2012). For all confined specimens
delamination was not observed at the overlap
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location of the jacket, which confirmed the adequate
stress transfer over the splice.

4, CONCLUSIONS

From the experimental results presented in this
investigation, the following conclusions can be
drawn:

1- High strength concrete columns after
rehabilitation with CFRP wraps shows
a reduction in the maximum load
carrying capacity of about 2%-21%
relative to HSC columns before
rehabilitation.

2- The deflection of the rehabilitated HSC
columns is significantly increases in
comparison with HSC columns before
rehabilitation.

3- The maximum load of the rehabilitated

normal strength concrete columns
increases by about 65% relative to
concrete column before rehabilitation,
so the rehabilitation of normal strength
concrete columns produce higher
results in terms of strength than for
similar HSC columns.
The failure of the rehabilitated columns
occurred as a tensile rupture or
snatching of fiber wraps mostly
concentrated in column end region.

5. REFERENCES

ACI Committee 211.1,“Standard Practice for
Selecting Proportions for Normal, Heavyweight,
and Mass Concrete”, 1991.

Benzaid, R., Chikh, N.E. and Mesbah, H.,
“Behaviour of Square Concrete Columns
Confined with GFRP Composite Warp”, Journal
of Civil Engineering and Management, Vol.14,
No.2, 2008, PP.115-120.

Benzaid, R., Chikh, N.E. and Mesbaah, H., “Study
of the Compressive Behavior of Short Concrete
Columns Confined by Fiber Reinforced
Composite”, The Arabian Journal for Science and
Engineering, Vol.34, No.113, April 2009, PP.15-
26.



Wasan Ismail Khali

Compressive Behavior of Fiber Reinforced Concrete

Columns Rehabilitated with CFRP Warps

Chikh, N., Gahmous, M. and Benzaid, R.,
“Structural Performance of High Strength
Concrete Columns Confined with CFRP Sheets”,
Proceedings of the Word Congress on Engineering
Vol.lll, July, 2012, London, U.K.

Khalil, W.l., Gorgis, IN. and Mahdi, Z.r.,
“Behavior of High Performance Fiber Reinforced
Concrete Columns”, ARPN Journal of Engineering
and Applied Science, Vol.7, No.11, Nov.2012,
PP.1455-1467.

Li, G., Kidane, S., Pang, S.S., Helms, S.E., and
Stubblefield, M.A. “Investigation into FRP
Repaired RC Columns”, Composite Structures,
No0.62, 2003, PP.83-89.

WWWw.ivsl.org

Nicolae, N., Gabriel, O., et al.,“Fibre Reinforced
Polymer Composites as Internal and External
Reinforcement for Building Elements”, Technical
University, Jassy, Department of civil and Industrial
Engineering, March, 2008.

Rai, G., “New and Emerging Technologies for
Retrofitting and Repairs”.
www.rminternational.co.in/pdf-folder/New-
technologies.

1231

Sadeghian, P. and Rahai, A.R., “Strength and
Ductility of Unreinforced Concrete Columns
Confined With CFRP Composites Under Uniaxial
Loading”, Concrete Repair, Rehabilitation and
Retrofitting, London, 2009.

Saravanan, J., Suguna, K. and Raghunath, P. N.,
“Confined High Strength  Columns: An
Experimental Study”, American Journal of
Engineering and Applied Sciences, Vol.3, No.1,
2010, PP.133-137.

Sheikh, S.A., “Performance of Concrete Structures
Retrofitted with Fiber Reinforced Polymers”,
Engineering Structures, No.24, 2002, PP.869-879.

www.ivsl.org

Toutanji, H.A., Han, M., and Matthys, S., “Axial
Load Behavior of Rectangular Concrete Columns
Confined with FRP Composites”, FRPRCS-8,
University of Patras, Patras, Greece, July, 2007,
PP.1-10.

Wang, L.M. and Wu, Y.F., “Effect of Corner
Radius on the Performance of CFRP-Confined
Square Concrete Columns: Test”, Engineering
Structures, 30, 2008, PP.493-505.


http://www.ivsl.org/
http://www.rminternational.co.in/pdf-folder/New-
http://www.ivsl.org/

Number 10 Volume 19 October 2013 Journal of Engineering

Table 1 Physical properties of cement”

Limits of Iraqi
Specification
No0.5/1984

Test results

Physical properties

Specific surface area (Blaine method),
m?/kg

Soundness (Autoclave), %

Setting time (Vicat’s apparatus)
Initial setting time, hrs: min.

Final setting time, hrs: min.
Compressive strength

3days, N/mm?

7days, N/mm?

372 >230

0.01 <0.8

3:58
4:50

> 45 min

29.80 >15
34.84 >23

* Physical tests were carried out by the National Center for Construction Laboratories and Researches (NCCLR).

Table 2 Chemical composition and main compounds of the cement used throughout this investigation”

Abbreviation |Content (percent) SpeciIFilgggoor]: ll\|r(?%|/198 4
CaO 62.44
SiO, 20.25
AlL,O; 4.73
Fe,O; 4.32
MgO 15
SO; 1.88

Oxide composition

Lime
Silica Dioxide
Alumina Trioxide
Iron Oxide
Magnesia oxide
Sulphate

<5.0%
<2.8% If CoA > 5%

Loss on Ignition

L.O. 1

3 <4.0%

Insoluble residue

. R.

0.8 <1.5%

Lime saturation factor

L.S. F.

0.93 0.66- 1.02

Main compounds (Bogue's equations)

Tricalcium Silicate

CsS

56.90

Dicalcium Silicate

C,S

15.21

Tricalcium Aluminate

C:A

5.23

Tetracalcium alumino-Ferrite

C.AF

13.13

“Chemical tests were carried out by the National Center for Construction Laboratories and Researches (NCCLR).
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Table 3 Fine aggregate properties” Table 4 Coarse aggregate properties”

Sieve size| Cumulative lelt'sf'Of Iragi
(mm) | passing% | SPecification
No. 45/1980

14 100 100
10 100 85-100
5 15.3 0-25
0.53 0-5
Specific gravity = 2.66
Sulfate content = 0.08%
(Iraqi specification requirement < 0.1%)
Absorption =0.52%

Cumulative L|m|t_s .Of I_raql
specification

Passing % | 1 45/1980, zone 2
100 90-100
90.15 75-100
74.22 55-90
51.37 35-59
193 8-30
3.79 0-10

Fineness modulus = 2.61
Specific gravity =2.65
Sulfate content =0.08%
(Iraqi specification requirement < 0.5%)
Absorption = 0.75% * Properties of coarse aggregate were performed

by (NCCLR)

* Properties of fine aggregate were performed by
the National Center for Geological Survey and Mines

Table 5 Technical data of the superplasticizer used in this investigation”

Technical .
L. Properties
description

Appearance Dark Brown/Black liquid

Specific gravity 1.235 at 25+2°C

Chloride content Nil.

Storage life Up to 1 year in unopened
containers.

*According to manufacturer.

Table 6 Physical requirements and pozzolanic activity index for condensed silica fume(SF)”

Physical properties ASTM C1240-05 limits
>15

Specific surface area, min, (m°/g)

Strenght activity Index with Portland cement > 105

at 7days, min. percent of control.
Percent retained on 45um (No.325), max, % <10

*Tests were carried out by Building Research Center
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Table 7 Chemical composition for silica fume *

ASTM C1240-05
limitations
> 85

Oxides
SiO,

content(%bo)

90.51

Nominal
bar
diameter
(mm)

AlLO,

0.60

Fe,0,

2.32

Na,O

0.15

CaO

0.58

MgO

0.3

Tio,

0.01

K,0

1.26

P20s

0.10

SO,

0.35

L.O.l

3.82

*Test was carried out at by the National Center for Geological Survey and Mines

Table 8 Properties of steel reinforcing bars

Modulus
of
elasticity
(GPa)

Yield
stress
(MPa)

Strain at
yield
stress

(mm/mm)

Ultimate
stress
(MPa)

Strain at
ultimate
stress (MPa)

Elongation
(%)

8

202

545

0.0027

660

0.18

155

10

202

514

0.00255

625

0.16

14.5

12

200

503

0.00252

615

0.13

14.5

Stress (MPa)

700
600
500
400
300
200
100

o

0.0%

-

Strain (mm/mm)

015

——8mm
—— 10mm

12mm

Fig. 1 Stress-strain curves for steel reinforcement
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Table 9 Details of trail mixes for various volume fractions of steel fiber

Compressive

Concrete type
(liter/100kg of
addition by weight of
w/c ratio
Type of fiber
aspect ratio
Fiber volume
fraction
Slump (mm)

>
o
(%)
c
2D
T c
o .2
oD
©=
o}
X
=

Silica fume (% as

1:1.19:

* Cylinder compressive strength (150x300)

Table 10 Details of the column specimens

Diameter of
Volume Aspect long. reinf. Spacing of lateral

Column symbols | fraction of ratio of Type of (mm) reinf.(mm)
Fibers fibers concrete (Percent of (Percent of lateral
V¢ (%) L/d long. Reinf.) reinf.) (ps %0)
(p1%0)
NF-8H100 8 100
(2.01) (2.79)

NF-10H100
0.5SF100-10H100 10 20709
0.75SF100-10H100 (3.14) (2.79)

NF-12H100 T 50

0.75SF100-12H100 (4.52) (2.79)
8 100

NF-8N100 2.01) (2.79)
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1000
500

230

(a) Column with ties
spacing 100mm

Volume
L |
S E
gl s =

230

(b) Column with i
spacing SOmm

1000
500

19 October 2013

230

230

Journal of Engineering

All di ions are in mm

(<) Column with ties
spacing 75mm

Fig. 2 Details of columns reinforcement

A- Conventional column (0.75SF100-12H100)
before rehabilitation (after testing)

B- Column (0.75SF100-12H100)
after rehabilitation

Fig. 3 Column specimen before and after rehabilitation
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Table 11 Compressive and direct tensile strengths
for bonding slurry used in this research

Compressive
strength
(MPa)

Direct tensile
strength
(MPa)

41.12

1.01

48.5

1.37

55.59

1.49

57.54

Table 12 Compressive and d

1.67

irect tensile strengths

for modified mortar used in this research

Compressive
strength
(MPa)

Direct tensile
strength
(MPa)

28.3

0.75

42.0

1.59

48.6

2.72

68.2

2.95

Table 13 Comparison between conventional and rehabilitated column results

Specimen

Conventional columns

Rehabilitated columns

Deflection at
max. load
(mm)

Max. load
(kN)

Max. load
(kN)

Rehab.max.load/Conv.
max.load
(%)

Deflection at
max. load
(mm)

NF-8H100

515 1.32

490 3.46 95.2

NF-10H100

481 2.81

470 3.06 97.7

0.5SF100-10H100

560 2.33

440 3.20 78.6

0.75SF100-10H100

575 2.80

520 2.39 90.4

NF-12H100

550 2.35

470 4.74 855

0.75SF100-12H100

670 2.03

550 2.72 82.1

NF-8N100

260 0.95
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(]
-
— - "9"\
Z - -x
g —&— Conventional
75} = === Rehabilitated
0 0.002 0.004 0.006
Strain

Fig. 4 Comparison of stress vs strain curve for conventional &
rehabilitated column specimen NF-8H100

80 ~

== Conventional

Stress- N/mm?

= ={==Rehabilitated

0] 0.002 0.004 0.006 0.008

Strain

Fig. 5 Comparison of stress vs strain curve for conventional &
rehabilitated column specimen NF-10H100

== Conventional

Stress - N/mm?

= ={==Rehabilitated

0] 0.002 0.004 0.006 0.008

Strain

Fig. 6 Comparison of stress vs strain curve for conventional &
rehabilitated column specimen 0.5 SF100-10H100
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== Conventional

= === Rehabilitated

0] 0.002 0.004 0.006 0.008

Stress - N/mm?

Strain

Fig. 7 Comparison of stress vs strain curve for conventional &
rehabilitated column specimen 0.75 SF100-10H100

80 ~

== Conventional
= === Rehabilitated

Stress - N/mm?

0] 0.002 0.004 0.006 0.008

Strain

Fig. 8 Comparison of stress vs strain curve for conventional &
rehabilitated column specimen NF-12H100

== Conventional

Stress - N/mm?

= === Rehabilitated

0 : - T T T 1
0] 0.002 0.004 0.006 0.008

Strain
Fig. 9 Comparison of stress vs strain curve for conventional &
rehabilitated column specimen 0.75 SF100-12H100
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= ={== Rehabilitated

0] 0.002 0.004 0.006 0.008
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Fig. 10 Comparison of stress vs strain curve for conventional &
rehabilitated column specimen NF-8N100

Table 14 Failure mode of rehabilitated concrete columns

Specimen Failure mode

NE-8H100 Snatching of fiber with considerable crushing of concrete at the
column base

NF-10H100 Snatching of fiber near the column base

0.5SF100-10H100 ﬁg:(tjchmg of fiber with slight crushing of concrete at the column

0.75SF100-10H100 | Tensile rupture of the fiber in the corner at the column base

NF-12H100 Tensile rupture of fiber near the column base

0.75SF100-12H100 | Tensile rupture of fiber in the corner at the column base

NE-8N100 lc\looljr:?: of any tensile rupture or snatching of fiber is appears on the
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C- Failure mode for specimen 0.75 SF100-10H100
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E- Failure mode for specimen 0.75 SF100-12H100

Fig. 11 Failure mode of some rehabilitated concrete column specimens
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ABSTRACT:

The objective of the present paper is to examine the effect of Recycled Asphalt Pavement (RAP) on marshall
properties and indirect tensile strength of HMA through experimental investigation. A mixture with 0% RAP
was used as a control mix to evaluate the properties of mixes with 5%, 10%, and 15% RAP. One type of
RAP was brought from Bab Al-moadam’s road in Baghdad for this purpose. The experimental testing
program included Marshall and Indirect Tensile Strength tests. The results indicated that the bulk density,
flow and VFA increase with the increasing of the percentage of RAP, while increasing in RAP results
decreases in VTM and VMA values. Furthermore, the stability is changed from 10.1 kN for the control mix
tol2, 13.6 and 11.7 kN for mixes with 5%, 10% and 15% RAP respectively. The results reveal that the
inclusion of RAP into HMA mixtures increases the indirect tensile strength and decreases the values of ITS
with the increasing of the test temperature. The results also indicated that increasing the percentage of RAP
produces an increasing in temperature susceptibility value. The results of marshall properties and IDT test
indicate that the amount of new binder that needs to be added to the RAP mixture can be reduced without
significant effects on the quality of the produced mix.

Keywords: recycled asphalt pavement (RAP), marshall properties, indirect tensile strength old
aggregate, and old asphalt.
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1- INTRODUCTION

The most frequently used by-product in hot mix
asphalt is recycled or reclaimed asphalt pavement
(RAP) and the most recycled material in the
United States. The use of RAP in hot-mix asphalt
projects has economic and environmental benefits.
The economic benefits from use of RAP materials
can provide a great boost to the highway industry
by freeing funds for additional highway
construction, rehabilitation, preservation, and
maintenance. In recent years, the incentive to
recycle has grown stronger because of concerns
about the environment and sustainability. The use
of RAP can result in sustainable development and
cost savings by reducing the amount of virgin
materials required in the production of the new
asphalt mixture (Behnia B. et al., 2011). Most
states in the United States have established a limit
of 10% to 50% RAP that can be used as part of
their regular asphalt concrete (AC) designs. The
Virginia Department of Transportation (Virginia
DOT) recently increased the threshold of
allowable RAP for Superpave mixtures from 20%
to 30%. As in Virginia, AC mixtures produced in
other parts of the United States may contain up to
30% or more RAP. The effect, therefore, of RAP
on pavement performance is of tremendous
importance and is receiving much attention as
evidenced by numerous recent publications on the
subject (Apeagyei A. K. etal., 2011).

A study by Jo Sias Daniel and Aaron Lachance
(2005) showed that the voids in mineral aggregate
(VMA) and voids filled with asphalt (VFA) of the
RAP mixtures increased at the 25% and 40%
levels, and there was also an influence of
preheating time on the volumetric properties.

Shu X. et al., (2008) conducted a laboratory study
to evaluate fatigue characteristics of hot-mix
asphalt (HMA) mixtures. In this study, the HMA
mixtures containing 0%, 10%, 20%, and 30% of
recycled asphalt pavement (RAP) were plant
prepared with one source of aggregate, limestone,
and one type of binder, PG 64-22. The results
from this study indicated that both indirect tensile
strength IDT and beam fatigue tests agreed with
each other in ranking the fatigue resistance of
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mixtures when proper procedures were followed.
An experimental study by Valdés G. et al., (2011)
to characterize the mechanical behavior of
bituminous mixtures containing high rates of
reclaimed asphalt pavement (RAP). Two semi-
dense mixtures of 12 and 20 mm maximum
aggregate size and containing 40% and 60% RAP.
Results show that the mixtures with RAP, have
very similar values of indirect tensile strength,
which are considerably higher than that of the
conventional mixture.

Tran b. T. and Hassan R. A., (2011) conducted an
experimental program to design and assess the
properties of recycled hot dense graded asphalt
mixes, the RAP contents in the recycled mixes
were 10%, 20%, and 30%. The results from this
experimental program proved to be successful in
producing recycled mixes with up to 20% RAP
that meet specification requirements. Results also
indicate that the addition of RAP leads to
reduction in required binder content to achieve 4%
air voids content, also a reduction in the value of
voids in mineral aggregate, voids filled with
binder, and film index. Further, the addition of
RAP results in a stiffer mix, and this effect
increases with increasing RAP content. Intisar M.
J., (2011) concluded that RAP materials are not
suitable to be used in cold mix alone as base
materials without certain processs o treatment to
improve their characteristics.

2- OBJECTIVES

The objective of the present paper is to evaluate
RAP’s role and its effect on; bulk density,
stability, flow, volumetric properties and the
tensile strength of HMA through experimental
investigation.

3- MATERIALS AND METHODS OF
TESTING

3-1 Materials

Materials used in this study are locally available
and selected from the currently materials used in
roads construction in Irag.
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3-1-1 Asphalt Cement

One type of asphalt cement is used, (40-50)
Penetration grade from Daurah Refinery. The
physical properties for the asphalt cement are
presented in Table 1.

3-1-2 Aggregate

The aggregate used in this work was crushed
quartz obtained from Al-Nibaie quarry in Taji,
north of Baghdad. This aggregate is widely used
in Baghdad city for asphaltic mixes. The coarse
and fine aggregates used in this work were sieved
and recombined in the proper proportions to meet
the wearing course gradation as required by SCRB
specification (SCRB, R/9 2003).The gradation for
the aggregate is shown in Table (2) and Figl.
Routine tests were performed on the aggregate to
evaluate their physical properties. The results
together with the specification limits as set by the
SCRB are summarized in Table (3). Tests results
show that the chosen aggregate met the SCRB
specifications.

3-1-3 Mineral Filler

One type of mineral filler is used: ordinary
Portland cement was brought from local market. It
is thoroughly dry and free from lumps or
aggregations of fine particles. The physical
properties are shown in Table (4).

3-1-4 Recycled Asphalt Pavement (RAP)

Recycled asphalt pavement (RAP) was taken from
Bab Al-moadam’s road in Baghdad. The top 50
mm of the asphalt layer was removed and
gathered from the damaged pavement, which
represents the surface layer. The gathered RAP
was milled, sieved and recombined in
predetermined percent with new aggregate and
new asphalt grade (40-50). Table (5) represented
the physical properties of recycled asphalt
pavement used in the study. Plate (1) shows
samples of Recycled Asphalt pavement.
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3- 2RAP Variability

In order to minimize the RAP aggregate
variability, especially in gradation, the RAP
aggregate was milled and sieved on standard sieve
and the amount of RAP aggregate retained on
each sieve was separated.

3-3 Mix Design

The Marshall Mix design method was employed
to determine the optimum asphalt content (O.A.C)
for the mix with zero RAP percent. The optimum
asphalt content for HMA mixture with 0%RAP
was found to be 4.9%.

3-4 SPECIMENS PREPARATION

New aggregate is heated to a temperature of 175
°C to 190°C, the compaction mold assembly and
rammer are cleaned and kept pre-heated to a
temperature of 100°C to 145°C. The bitumen is
heated to a temperature of 121°C to 138°C. In case
of mixture with RAP, the RAP is heated in special
oven at 120°C for 60 minutes, before mixing with
new aggregate and new asphalt cement. The
mixture of new aggregate and new asphalt cement
(40-50) and RAP (in case of preparation the
mixture with recycled asphalt pavement) is then
placed in mixing bowl and mix rapidly until the
new aggregates are thoroughly coated. The mix is
placed in standard mold and compacted with
number of blows specified on each face.

3-5 TEST METHODS

3-5-1 Resistance to Plastic Flow of Asphalt
Mixture (Marshall Test Method)

This method covers the measurement of the
resistance to plastic flow of cylindrical specimens
of bituminous paving mixtures loaded on the
lateral surface by means of the Marshall apparatus
according to ASTM (D 1559).This method
includes preparation of cylindrical specimens
which are 4 inch (101.6 mm) in diameter and 2.5
£0.05 inch (63.5 £1.27 mm) in height.

The Marshall Mold, spatula, and compaction
hammer are heated on a hot plate to a temperature
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between (120-150 °C). The asphalt mixture is
placed in the preheated mold and it is then spaded
vigorously with the heated spatula 15 times
around the perimeter and 10 times in the interior.

The temperature of the mixture immediately prior
to compaction is between (142-146°C) (ASTM D-
1559). Then, 75 blows on the top and bottom of
the specimen are applied with a compaction
hammer of 4.535 kg sliding weight, and a free fall
in 18 inch (457.2 mm).The specimen in mold is
left to cool at room temperature for 24 hours and
then it is removed from the mold.

Marshall stability and flow tests are performed on
each specimen. The cylindrical specimen is placed
in water bath at 60 °C for 30 to 40 minutes, and
then compressed on the lateral surface at constant
rate of 2in/min. (50.8mm/min) until the maximum
load (failure) is reached.

The maximum load resistance and the
corresponding flow value are recorded. Three
specimens for each combination are prepared and
the average results are reported.

The bulk specific gravity and density ASTM (D
2726), theoretical (maximum) specific gravity of
voidless mixture is determined in accordance with
ASTM (D 2041). The percent of air voids is then
calculated.

3-5-2 Indirect Tensile Strength

Specimens are prepared by Marshall method and
tested for indirect tensile strength according to
ASTM (D 4123). The prepared specimens are
cooled at room temperature for 24 hours,
immersed in a water bath at different test
temperatures (5, 25, and 40 °C) for 30 minutes,
then tested by WVersa-Tester using a 1/2 in.
(12.5mm) wide curved, stainless steel loading
strip on both the top and bottom, running parallel
to the axis of the cylindrical specimen which are
loaded diametrically at a constant rate of 2 in/min.
(50.8 mm/min.) until reaching the ultimate
loading resistance. Three specimens for each mix
combination are tested and the average results are
reported. The indirect tensile strength (L.T.S) is
calculated, as follows:

1246

Potential Use of Recycled Asphalt
Pavement (RAP) in Hot Mix Asphalt

. T.S=2Py/ntD (eq.1)

where:

Puit = Ultimate load upto failure (N). t = Thickness
of specimen (mm), and D = Diameter of specimen
(mm).

The temperature susceptibility is calculated, as
below:

TS =[(1.T.S)o - (1L.T.S)a] / (ts - to) (€9.2)

where:

(ILT.S) © = Indirect tensile strength at t; (°C)
(1.T.S)y = Indirect tensile strength at t; (°C) to =
25°C, t; =40 °C.

4- RESULTS AND DISCUSSION

4-1 Marshall Test Results

The results of Marshall Tests show typical
relationships between Marshall Properties and
control mix (0% RAP), mixes with 5% RAP, 10%
RAP and 15% RAP. Fig (2A) shows the bulk
density values for various mixtures as a function
of RAP content. In this Fig, the bulk density
increases with the increase in RAP content, this
indicates that; with the presence of RAP more
dense mixes will be produced as compared with
no RAP mixes and this effect appears clearly with
the increasing in RAP content. Fig (2B) shows
the Marshall Stability values. It indicates that,
stability values for various mixes follow the
typical trend in the presence of RAP. Where, the
stability values increase with the increase in RAP
content until a maximum value is reached after
which stability tends to decrease.

This can be attributed to the increase in the
stiffness of asphalt by incorporating more RAP
which gives high cohesive strength while
maintaining the interlocking between coarse
crushed aggregate. The decrease in stability after
certain RAP content is due to an increase in the
thickness of asphalt film coating the coarse
aggregate particles, which lower the internal
friction. The decrease in internal friction is also
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associated with the increased lubrication, which is
believed to be the reason for the continuous
increase in Marshall Flow values, as shown in Fig
(2C).

Fig (2D) shows the relationship between the
percent of air voids and RAP content. It can be
noticed that percent of air voids decreases with the
increase in percent of RAP content. This is an
indication that the old asphalt in the RAP
aggregate do not act as black rock and the old
asphalt in the RAP contributed with new asphalt
cement (AC) and result in increasing the asphalt
percentage in the produced mix. And this leads to
a reduction in percent of air voids for compacted
specimen and consequently the bulk density of
specimen increases.

Fig (2E) shows voids in mineral aggregate
(VMA) against RAP content. It can be noticed
that percent of (VMA) decreases with the increase
of RAP content. This reduction in (% VMA) due
to the decrease percent of air voids.

Fig (2F) shows the values of voids filled with
asphalt (VFA) percent against RAP content. It can
be noticed that percent of (VFA) increase with the
increase of RAP content, and this is prove that the
old binder in the RAP contributed with new
asphalt cement and increasing the percentage of
asphalt in the mix. The (VFA) values are within
the S.C.R.B specified limit (70-85) %.

Fig (3) shows the effect of RAP content for
various mixes on Marshall Stiffness. Marshall
Stiffness is defined as the ratio between the
Marshall stability and Marshall Flow. The high
Marshall Stiffness (stability /flow) means that
asphalt mixture has good resistance to plastic flow
resulting from traffic loading when this mix is
used in pavement. Also, high value of stability of
asphalt mixes does not mean that good resistance
of plastic flow can be gained from this mix
because high flow value will lead to low Marshall
Stiffness. This indicates that, stiffness values for
various mixes follow the typical trend in their
relation with asphalt content where these values
increase with the increase in the percent of RAP
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content until a maximum value is reached after
which stiffness tends to decrease.

4 -2 Indirect Tensile Strength Test Results

The evaluation of tensile strength for asphaltic
concrete mixture used in construction of pavement
becomes increasingly more important. This is
partially due to the fact that pavements during
service will be exposed to various traffic loading
and climatic conditions. These conditions may
cause tensile stresses to be developed within the
pavement, and as a result, two types of cracks may
be exhibited: one resulting from traffic loading,
called fatigue cracking and the other type of crack
resulting from climatic conditions and called
thermal or shrinkage cracking. The indirect tensile
test IDT has been used to evaluate the mixture
resistance to low temperature cracking.

In order to evaluate the mixture resistance to
variation in temperatures, three different testing
temperatures are used (5°C, 25°C and 40°C), at
the selected optimum asphalt content (O.A.C)
which are obtained previously.

The mechanical responses for four mixtures at
three temperatures (5°c, 25°c and 40°c) during the
indirect tensile strength tests are shown in Fig (4).
The results indicate that, the presence of recycled
asphalt pavement (RAP) in a mixture tends to
increase the indirect tensile strength of the mix as
compared to a mixture without RAP. This may be
related to the hardness of the old asphalt in the
RAP as compared to the new asphalt cement (40-
50) which result in increasing the viscosity of the
mix. The results reveal that the values of IDT
strength decreases with increase the temperature
of the test. At the highest temperature (40°C), the
asphalt mixture is more ductile and has a lower
peak tensile strength and the high temperature
diminish the difference between the four mixes.
At the lowest temperature (5°C), the material is
brittle and has a higher peak tensile strength. At
25°C, the mixture exhibits an intermediate
response. Test results also confirm the
significance of temperature on the mixture
indirect tensile strength, since indirect tensile
strength increased as temperature decreased.
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One may be seen that the IDT strength values did
not follow a definitive trend at 5°c with 5% RAP,
so the behavior of HMA with low RAP percent
(less than 15%) at low temperature, need more
laboratory investigation.

Fig. (5) shows the wvalues of temperature
susceptibility for four mixes. The results indicates
that any increasing in RAP percent produce
increasing in temperature susceptibility value.
This may be related to the fact that the old (aged)
asphalt cement in the RAP aggregate changes the
physical properties of new asphalt cement (40-50)
and make it more susceptible to change in
temperature.

5- SUMMARY AND CONCLUSIONS

A laboratory study was conducted to evaluate
RAP’s role and its effect on bulk density, stability,
flow, volumetric properties and the tensile
strength of HMA using marshall test method and
ITS. The HMA were prepared with one source of
aggregate, Portland cement and one type of
asphalt cement (40-50), containing 0%, 5%, 10%,
and 15% of RAP.

Based on the findings of this study, the following
conclusions can be put forward:

1- Marshall stability increases with the
increasing of RAP content until a
maximum value is reached after which
stability tends to decrease.

2- Increasing of the percent of RAP content
produces decreasing of air voids and
VMA. This increasing in RAP would
produce an increase in bulk density, flow
and VFA with the same increment in RAP
content.

3- Stiffness of mixes increase with the

increasing of the percentage of RAP until

a certain value is reached and it then tends

to decrease.

The inclusions of RAP into HMA

mixtures (in general) increases the tensile

strength, while the values of ITS are
decreased with the increasing of
temperature test.
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5- The results indicate that increasing in
RAP content produces an increasing in
temperature susceptibility.

Results of marshall properties indicate
that the amount of new binder in the RAP
mixture can be reduced without any effect
on the quality of the produced mixes.
Finally and based on the tests results , it
appeared that 5% of RAP can be
recognized as optimal percentage to be
added to the HMA of wearing course
layer for local pavement within the study
limitation. Keeping in mind
comprehensive lab and field tests need to
be carried out to confirm or revise the
mentioned percentage.

6-
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Table (1): Physical Properties of Asphalt Cement.

Penetration Grade
ASTM
Property Designation 40-50
(ASTM,2000) Test SCRB"
Results Specification

1-Penetration at 25°C,100 gm,5 sec, D-5 41 40-50
(0.2mm)
2- Softening Point, ('C) D-36 50 | ...
3-Ductility at 25 °C, 5cm/min,( cm) D-113 >100 >100
4-Flash Point, (‘C) D-92 288 Min.232
5-Specific Gravity D-70 1.041 | ...
6- Residue from thin film oven test D-1754
- Retained penetration,% of original D-5 60 55+
- Ductility at 25°C , 5cm/min,(cm) D-113 80 25"

(*): State Commission of Roads and Bridges
Table (2): Combined Gradation of Aggregate and Mineral Filler.

Percentage Passing by Weight of Total Aggregate
Surface or Wearing Course

Sieve Size | Sieve Opening Specification Selected

(mm) Limit (SCRB) Gradation
314 19 100 100
112 12.5 90-100 96
3/8" 9.5 76-90 82
No.4 4.75 44-74 56
No.8 2.36 28-58 36
No.50 0.3 5-21 12
No.200 0.075 4-10 6
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Table (3): Physical Properties of Aggregate
ASTM SCRB
FUEEES designation e el specification
Coarse aggregate
1. Bulk specific gravity C-127 2611 | ..l
2. Apparent specific gravity 2687 1 .
3. Water absorption,% 0447 | e
4. Percent wear by Los Angeles C-131 19.0 30 Max
abrasion ,% '
5. Soundness loss by sodium
sulfate solution,% C-88 3.2 10 Max
6. Fractured pieces, %
96 95 Min
Fine aggregate
1. Bulk specific gravity C-127 262 | L
2. Apparent specific gravity 269 0
3. Water absorption,% L
. 55 45 Min.
4. Sand equivalent,%
D-2419

Table (4): Physical Properties of Mineral Filler.

Property Test results
% Passing Sieve No. 200 100
Specific Gravity 3.13
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Table (5): Physical Properties of Recycled Asphalt Pavement.

Coarse Fine
Test Method ASTM designation
RAP RAP
Bulk specific gravity C-127& C- 128 2.311 2.078
water absorption, % C-127& C- 128 3.811 7.981
100
90
80
E’J 70 Selection Gradation i
2 60 f
j% 50
E 40
E 30
& 20 Local Specification Limits m |Superpave Requirements
o Local Specification
10
0 MNeo.200 Mo.50 N:II.S N;I.4 31;8"1,:‘2" 3‘{.4"
0.01 0.1 1 10
Sieve Size

Fig (1): Aggregate Gradation Curve.

Old Aggregate Old Binder

Plate (1): Samples of Recycled Asphalt Pavement (RAP).
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Figure (3): Relationship between RAP (%) and
Marshall Stiffness.
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Figure (4): Relationship between RAP Percent and
Indirect Tensile Strength.
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ABSTRACT

The faujasite type Y zeolite catalyst was prepared from locally available kaolin. For prepared faujasite type
NaY zeolite X-ray, FT-IR, BET pore volume and surface area, and silica/ alumina were determined. The X-
ray and FT-IR show the compatibility of prepared catalyst with the general structure of standard zeolite Y.
BET test shows that the surface area and pore volume of prepared catalyst were 360 m?g and 0.39 cm®/g
respectively.

The prepared faujasite type NaY zeolite modified by exchanging sodium ion with ammonium ion using
ammonium nitrate and then ammonium ion converted to hydrogen ion. The maximum sodium ion exchange
with ammonium ion was 53.6%.

The catalytic activity of prepared faujasite type NaY, NaNH,Y and NaHY zeolites was investigated by using
the experimental laboratory plant scale of fluidized bed reactor. The cracking process was carried out in the
temperature range 440 to 500 °C,  weight hourly space velocity (WHSV) range 10 to 25 h™ ,and
atmospheric pressure . The catalytic activities of the prepared faujasite type NaY , NaNH,Y and NaHY
zeolites were determined in terms of vacuum gas oil (VGO) conversion, and gasoline yield . The conversion
at 500°C and WHSV10 hr* by using faujasite type NaY, NaNH,Y and NaHY zeolite were 50.2%, 64.1% and
69.5wWt% respectively. The gasoline yield using the same operating conditions were 24.8%, 30.5% and
36.8wt% respectively.

Keywords : Fluid catalytic cracking ; gasoline production ; vacuum gasoil cracking
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INTRODUCTION

Catalysis by zeolites—with focus on
hydrocarbon conversion and formation—
covers nowadays a broad range of processes
related to the upgrading of crude oil and
natural gas. This includes, among others, fluid
catalytic cracking (FCC), hydrocracking,
dewaxing, aliphate alkylation, isomerisation,
oligomerisation, transformation of aromatics,
transalkylation, hydrodecyclisation as well as
the conversion of methanol to
hydrocarbons.All  these conversions are
catalysed by zeolites or related microporous
materials, based both on the acid properties
and shape-selective behaviour of this type of
materials (Michael Stocker,2005).

A number of different FCC catalysts exist and
catalyst changes in the worldwide about 350
refinery FCC units are made often, depending
on the feedstock type and quality available
(Ballmoos, et al 1997)

The FCC process produces about 45% of the
total gasoline pool either directly or indirectly
(Reza Sadeghbeigi, 2000). With the introduction
of zeolite (faujasite type) containing cracking
catalysts in 1962, replacing the amorphous
silica—alumina, a tremendous change
concerning FCC technology took place.
Zeolite containing catalysts are much more
active, show higher gasoline vyield
performances and produce less coke than the
amorphous silica—alumina based catalysts,
resulting in higher feedstock conversions and
severities as well as enhanced economic
benefits of the process ( Corma, et al 2002).
The actual FCC technology involves the
formulation of proprietary multifunctional
cracking catalysts, consisting of different
amorphous (catalytically active macroporous
matrix, clay type binder) and crystalline acid

functions zeolites like Y-type zeolite
containing mesopores due to dealumination

The use of Prepared Zeolite Y from Iragi kaolin for
Fluid Catalytic Cracking of Vacuum Gas Oil

forming the ultra-stable Y zeolite—USY),
and a series of additives for metal passivation
(mainly V and Ni), sulfur removal, promoters
for total combustion and octane enhancing
additives ( Corma, et 2002). The matrix plays a
critical role in the selective cracking of the
(high molecular) bottoms fractions when
residue containing feedstocks are processed.
the unique pore architecture of Y zeolite is
ideal for cracking gas oil components into
gasoline molecules. Moreover, it has been
observed that the activity of the Y zeolite for
gas oil cracking has a maximum for a Si/Al
ratio of 5-8,corresponds to a unit cell size
(UCS)  2.436- 2.440 nm. This clearly
indicates that gas oil cracking requires the
presence of strong Bronsted acid sites.
Unfortunately, so far it has not been possible
to prepare Y zeolite with a framework Si/Al
ratio above 4 by direct synthesis. Therefore,
highly dealuminated zeolites have to be
prepared by dealumination of commercially
prepared Y zeolite samples with Si/Al ratios
in the range of 2.6.( Corma, et al 1988).
In this respect, Y zeolites dealuminated by
steaming (USY) create a secondary porosity
formed during the partial destruction of the
zeolite framework and forming mesopores
which facilitate diffusion of larger molecules
into the zeolitic channels. The obtained USY
type zeolites show, in addition, a much better
hydrothermal stability, which is a pre-
requisite of the application as FCC catalyst
(Sie et al, 1994). Due to the pore architecture,
ZSM-5 increases the octane number of the
gasoline by selectively upgrading low octane
gasoline components into lower molecular
weight compounds with a higher octane
number . The concept of using ZSM-5 as co-
catalyst to modify the performance of a
generic FCC catalyst system can significantly
increase the product flexibility in the FCC
unit ( Ward, et al 1990).

The present work is aimed to prepare Y
zeolite from Iraqi kaolin and study  the
characteristics and activity of prepared catalyst.
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EXPERIMENTAL
Kaolin

The Kaolin used is available in Al-
Dewekhala Quarry in Al-Enbar region. It is
supplied from State Company of Geological
Surveying and Mining. Table 1  shows the
chemical analysis of this material as determined
by State Company of Geological Surveying and
Mining.

Table 1: Chemical analysis of local kaolin

Component | Weight %
SiO; 53.21
Al,O3 32.13
Fe,O4 1.41

K,0O 0.35
Na,O 0.21
MgO 0.13

CaO 0.15

TiO, 0.41

L.O.l 12.00

LOI = Loss on Ignition

CATALYST PREPARATION
Preparation of faujasite type NaY zeolite
catalyst
The catalyst is prepared by steps
consisting of:
1. Kaolin was finely divided to a particle
size <75 pum
2. Sodium hydroxide solution was prepared
at concentration 45% wt and mixed with

. . - Kaoli 1
kaolin at weight ratio [ ———— = —) :
puraNalH 15

3. The mixture in step 2 calcines at 850 °C
for three hours in a programmable
electrical furnace .The resultant from this
step called fused kaolin

4. Fused kaolin was sieved to particle size <
75 pm.

5. Fifty grams of fused kaolin powder and
63.35 grams of sodium silicate were
dispersed in 750 ml of deionized water in
a 1000 ml flask with two necks, one neck
connected with water cooling reflux
condenser and the other neck with
thermometer. Agitation speed and flask
temperature were kept constant using
regulator  attached with electrical
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magnetic stirrer. The gel formation step
was achieved at temperature 60 °C and
atmospheric pressure during 1 hr .

6. The resultant slurry which has pH 13.6
was placed in 1000ml sealed glass jar,
and subjected to aging at 50 °C for 24 hr
in a programmable electrical furnace,
then the gel slurry was subjected to
hydrothermal crystallization at 100 °C for
48 hr in the same furnace .

7. The resultant precipitate was separated
from the mother liquor by filtration using
a Buckner funnel with the aid of a
vacuum source. The crystalline mass is
then washed with deionized water until a
pH of 11.5. The drying of crystalline
mass was achieved at 100 °C for 16 hr
using a programmable electrical furnace
The dried powder was activated by
calcination in a programmable electrical
furnace at 500 °C for 1hr.

Ammonium - Zeolite Preparation

Ammonium - form catalyst was prepared
by ion exchange method of the prepared catalyst
NaY zeolite with 1.0 M ammonium nitrite
solution . Thus 100 g NaY zeolite was mixed with
600g of NH,NO; solution at 80 °C for 6 hr under
stirring. This operation was followed by filtration
using a Buckner funnel and washing with
deionized water until no nitrate ions were
detected. The produced ammonium zeolite sample
was dried at 90 °C for 2 hr then at 120 °C for 6 hr
using a programmable electrical furnace .

HYDROGEN -ZEOLITE PREPARATION
Hydrogen -form catalyst prepared by
calcinations NH,-Y at 600 °C for 6 hr. During
calcination ammonia and water are liberated and
decationized H-form catalyst is formed.

ANALYSIS AND CHARACTERIZATION

X~ Ray diffraction analysis was done in the
Research Center of Chemistry and Petrochemical
— Ministry of Science and Technology. Analysis
was carried out using X— Ray diffractometer type
Shimadzu SRD 6000.

The chemical analysis of silica and alumina
of prepared calcined powdered faujasite type NaY
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zeolite was achieved in The State Company for
Geological Survey and Mining.

The sodium content of prepared calcined
powdered faujasite type NaY zeolite before and
after ammonium ion exchange was determined
using digital flame analyzer by flame photometer
Gallen Kamp in The State Company for
Geological Survey and Mining. Sodium is
commonly reported as the weight percent of
sodium oxide (Na,O) on the catalyst.

The Infrared Fourier Transform Spectroscopy
(FT-IR) test was done to investigate the
synthesized zeolite structure. This test was
achieved at University of Baghdad/ College of
Science/ Chemical Laboratory, by the device of
Shimadzu FTIR 8400S type.

Catalyst surface area was determined using
BET method by Thermo Finnegan type, apparatus
located at Oil Development and Research Center,
Ministry of Oil .

CATALYTIC ACTIVITIES TEST

The catalytic activities of prepared
zeolites NaY, NH4Y and HY were investigated by
using experimental laboratory plant scale of
fluidized bed reactor shown in figure 1. The FCC

The use of Prepared Zeolite Y from Iragi kaolin for
Fluid Catalytic Cracking of Vacuum Gas Oil

experiments were carried out at temperature range
440 to 500 °C, WHSV range 10 to 25h™, and
atmospheric pressure using prepared catalyst NaY
form, NH,Y form, and NaH form with particle
size between75 to 150 micrometer.

The effect of catalyst regeneration
temperature at temperature 600, 650, 700, and
750°C on equilibrium catalyst activity was carried
out at 500 °C, WHSV=10h", and atmospheric
pressure using NaH form catalyst.
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Fig. 1 Schematic flow diagram of the fluidized catalytic cracking system:

(1) Burette VGO feeding; (2) Burette water feeding; (3) Valve; (4) Dosing pump; (5) Three way valve; (6)
Preheated section; (7)Distributor (8)Fluidized bed reactor section; (9)Reactor separation section; (10) Catalyst charge
inlet; (11) Double pipe heat exchanger; (12) Control panel; (13) Internal tube ice water bath; (14) Separation and
collection flask; (15) Ice water bath ; (16) Gas collection ; (17) Water tank; (18) Chilled water in; (19) Chilled water
out.
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RESULTS AND DISCUSSION

Characterization of Prepared Catalysts
1. X-ray Powder Diffraction (XRD)

X-ray Powder Diffraction technique
is the Dbest method to define the
crystallographic  structure of zeolite. Each

zeolite has their own specific pattern that can
be used as references for the determination of
solid crystal phase and it is wused as
fingerprint for every zeolite. This technique
can signify whether the solid sample is
amorphous or crystalline phase, the degree of
crystallinity and identification of phase
present. The purity of solid crystal will be
measured by comparing the X-ray
diffractogram pattern of sample with X-ray
diffractogram pattern of standard that can be
obtained from International Zeolite
Association (West, 1988). The powder X-ray
diffraction pattern of the prepared -calcined
powdered faujasite type NaY zeolite is
shown in Figure 2, while Figure 3 shows the
standard zeolite Y X-ray analysis with silica
to alumina ratio of five. From these Figures,
it can be seen that the prepared zeolite in the
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Fig. 2 X — Ray diffraction Spectrum for the
Prepared faujasite type Y zeolite Catalysts

The use of Prepared Zeolite Y from Iragi kaolin for
Fluid Catalytic Cracking of Vacuum Gas Oil

present work,
with the standard.

is approximately comparable

The presence or absence of some peaks of
the diffractogram indicates the existence of other
crystal phase or zeolite contaminated with other
phases. The size and shape of unit cell for any
crystal are easily determined by using the
diffraction of the X-rays.

Some differences are found among the X-
ray diffraction data which can be attributed to the
distribution of sodium cation, different in silica to
alumina mole ratio, and different in a mode of
preparation.

A comparison between lattice spacing of
prepared calcined powdered faujasite type NaY
zeolite with standard synthesis faujasite —Na is
illustrated in table 2. It can be noted from this
table that the lattice spacing of prepared faujasite-
Na sample gave similar lattice spacing of standard
synthesis faujasite —Na.

Intensity (arbitrary Units)

20 ° (Degree)

Fig. 3. X — Ray diffraction Spectrum for the standard

zeolite Y (Treacy et al, 1996).
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Table.2: Comparison of lattice spacing, between
prepared faujasite -Na and standard synthesis
faujasite —Na.

Volume 19 October 2013

prepared faujasite-Na | Standard  synthesis
faujasite  —Na(ICDD,
2009)

Angle(2- d,spacing | Angle (2- | d,spacing
Theta)deg. | (A) Theta)deg | (A)

6.1042 14.46736 | 6.181 14.3000
18.5855 4.77028 18.562 4.78000
26.8497 3.31783 26.845 3.32100
32.7971 2.72849 32.817 2.72900
37.5824 2.39134 37.618 2.39100

2.FOURIER TRANSFORMS INFRA RED
SPECTROSCOPY (FTIR)

FT-IR spectroscopy is used to probe the
structure of zeolites and monitor reactions in
zeolite pores. Figure 4 shows the FT-IR spectra of
prepared calcined powdered faujasite type NaY
zeolite. This figure shows that the FT-IR spectra
are compatible with categories of zeolites. The

-1
double ring opening vibration at 566 cm in the
FT-IR spectrum of NaY zeolite is characteristic of
faujasite zeolites ( Zhan et al,2002)

The T-O bending vibrations of internal
tetrahedra in NaY can be identified by absorption
-1

bands around 500, 466 and 450 cm
( Karge,1998). These absorption bands
characterizing T-O bending vibrations can be
shifted to lower frequencies with decreasing Si/Al
ratio in the internal linkages due to the different
length of the AI-O (1.73 A) and Si-O (1.62 A)

Journal of Engineering

bonds. Three absorptions are observed in the

-1
spectral region between 3765 and 3630 cm . The

most intense and highest frequency band at 3744
-1

cm is assigned to terminal silanol groups that are

on the external surface of the zeolite crystals

(Jentys et al, 2001).

-1
The absorption band at 3695 cm is assigned
to hydroxyl groups attached to Na [15]( Fritz et

al,1989). An absorption band at 3656 cm ,
associated with hydroxyl groups attached to extra
framework alumina (EFAL) species. In the O-H
stretching region, infrared spectra of zeolites
provide a wealth of information on hydroxyl
groups attached to zeolite structures. The
hydroxyl groups are important for the chemistry
of zeolite materials ( Khabtou et al,1994).

At least five types of hydroxyl groups are
present in zeolite Y, including (i) Iattlce

termination silanol groups (~3745 cm) (i)
hydroxyl groups occurring at defect sites, i.e.
1

hydroxyl nests (~3720 cm_) (iii) OH groups
attached to cations which compensate the negative

charge of the framework (~3695 cm ) (iv) OH
groups attached to extra framework aluminum
1

(EFAL) species (~3655 cm ), and (v) for zeolite
Y in the H-form, the bridging OH groups with
-1

Bronsted acidity (~3630 and 3560 cm ) .

-1

The bands at 1135 and 725 cm  assigned
to the asymmetric and symmetric stretching
modes of internal tetrahedra respectively. The

bands at 1020 and 792 cm are associated with the
asymmetric and symmetric stretching modes of
external linkages (Szostak, 2001).
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The catalytic performance of the zeolite is
strongly affected by its composition and structural
characteristics, such as framework SiO,/A1,0;
ratio and unit cell size.

Table 3 shows the effect of
additional silica source on the silica to
alumina mole ratio of prepared zeolite

Table 3: Silica / alumina Ratio of prepared
zeolite

Volume 19 October 2013

No. | Additional S|02 Al, O3 SiO,/AlLO,
source (wt%) | (wt%) | mole ratio

1 Na meta | 45.96 | 23.93 | 3.27
silicate

2 Sodium 55.14 | 2435 | 3.85
silicate

The above results show that the
silica to alumina ratio of prepared samples
was affected by type of additional silica
source in the mixing step, when using
sodium  metasilicate as additional silica
source gave silica to alumina ratio 3.27
sample 1. While Sample 2 shows higher ratio
than sample 1, this may be due to using
sodium silicate as additional silica source.
One of the important zeolite characterizing
items is the silica to alumina ratio, and
according to this ratio sodium silicate which
gives silica to alumina 3.85 was selected as
additional silica source for further
preparation of catalyst used in this
investigation.

The obtained silica-to-alumina ratio 3.85
(Si/Al=1.925) of prepared calcined powdered
faujasite type NaY zeolite was in a good
agreement with those results obtained by Break
(Break,1974). Chandrasekhar et al,
(Chandrasekhar, 1999), and Zhu et al ( Zhu et al,
1999). They recorded that the silica to alumina
ratio of zeolite X is 2 to 3 (Si/Al=1 to 1.5) ,

Journal of Engineering

while for zeolite Y this ratio higher than 3 to 6
(Si/Al=1.5t03) .

Zeolite silica-to-alumina ratio and cationic
exchange form have the most significant
influence on its thermal and hydrothermal
stability. An increase in framework SiO,/A1,0,
ratio increases zeolite stability, provided a
minimum number of vacancies left in the
framework as a result of dealumination. It is for
that reason the thermal and hydrothermal
stability increase in the order X < Y < HSY
zeolites. Since an increase in framework
SiO,/A1,0; ratio is associated with a
corresponding decrease in unit cell size, zeolite
stability increases with decreasing unit cell size
(Scherzer, 1991) .

4. UNIT CELL SIZE (UCS).

The elementary building block of the
zeolite crystal is a unit cell. The UCS is the
distance between the repeating cells in the zeolite
structure.

The UCS of the prepared calcined
powdered faujasite type NaY zeolite was
'(gallculated from figure 5,and the result was 24.73

This result is in agreement with results
published by Beck (Break,1974),who recorded
that for synthesized powdered zeolite Y in sodium
form has a unit cell size from 24.6 to 25 A .Also
this result is in agreement with those results
published by Reza (Reza Sadeghbeigi, 2000), who
recorded that freshly manufactured NaY zeolite
has a UCS in the range of 24.50 A to 24.75 A.

The UCS is an indicator of zeolite acidity.
The decrease in UCS causes farther apart of acid
sites. The strength of the acid sites is determined
by the extent of their isolation from the
neighboring acid sites.
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Fig. 5 Silica-alumina ratio versus zeolite unit cell
size (Reza Sadeghbeigi, 2000).

Acid distribution of the zeolite is a
fundamental factor affecting zeolite activity and
selectivity. The UCS measurement can be used to
indicate octane potential of the zeolite. A lower
UCS presents fewer active sites per unit cell. The
fewer acid sites are farther apart and, therefore,
inhibit hydrogen transfer reactions, which in turn
increase gasoline octane as well as the production
of C; and lighter components. The octane increase
is due to a higher concentration of olefins in the
gasoline (Pine et al, 1984).

The number of aluminum atoms per unit
cell (Na) can be calculated by equation (1)
(Break,1974):

Na=192/(1+R) (1)

Where, R =Ngi/ Na

The number of aluminum atoms per unit
cell of the prepared calcined powdered faujasite
type NaY zeolite calculated from equation 2 was
equal to 66. This value within the range given by

Si02 7 AI203 Mol Ratie

The use of Prepared Zeolite Y from Iragi kaolin for
Fluid Catalytic Cracking of Vacuum Gas Oil

Beck (Break,1974), where the number of
aluminum atoms per unit cell for zeolite X vary
from 96 to 77 and from 76 to 48 for zeolite Y.

5. SURFACE AREA

The measured specific surface area and pore
volume of the prepared powdered faujasite type
2

NaY zeolite were 360m/g and 0.39 cm®g
respectively. Such a high surface area is obvious
due to the micro porosity of prepared powdered
zeolite.

This result is in agreement with the results
published by Auerbach et al. ( Auerbach et al,
2003).

They recorded that the internal surface of
zeolite is highly accessible and can compose more
than 98% of the total surface area,and the surface
areas are typically of the order of 300-700 m%g.

6. SODIUM CONTENT

The Sodium content of prepared calcined
powdered faujasite type NaY zeolite was 12.5
wt%. This result is in agreement with the result
published by Reza (Reza Sadeghbeigi, 2000). and
Jones (Jones, et al 2006). They recorded that a
typical NaY zeolite contain approximately
13wt% Na,O . The sodium on the catalyst
originates either from zeolite during its
manufacture or from the FCC feedstock , and the
sodium content of the zeolite should be minimized
for two reasons . First high sodium content is
detrimental to zeolite stability, and activity.
Sodium decreases the hydrothermal stability of
the zeolite. It also reacts with the zeolite acid sites
to reduce catalyst activity (Suchuchchai Nuanklai
, 2004). Second, high sodium content decreases
the gasoline octane number, because the sodium is
mobile in the regenerator. Sodium ions tend to
neutralize the strongest acid sites, and can have an
adverse effect on the gasoline octane. The loss of
octane is attributed to the drop in the number of
strong acid sites. (Hayward et al 1990).

Sodium content must be reduced. This is
accomplished by ionic exchange of the zeolite
with ammonium nitrate solutions.

Table 4 shows the effect of duration time of
ion exchange on catalyst sodium content (Na,O),

1265



Number 10

from this table shows that the ionic exchange
increases with increasing duration time ,after that
the increasing of duration time lead to slightly
increase of ionic exchange .This means that the
ion exchange reaction not far form equilibrium, so
the ion exchange process must be repeated for
more than one time. The ion exchange process
was repeated four times to reach the final result.
The sodium content in the prepared calcined
powdered faujasite after ionic exchange was
reached to 5.8wt% Na,O. This result represented
53.6 % ionic exchange . The diffusion difficulties
during ion exchange inhibits a complete
exchange of Na ion by NH, ion as mentioned by
Plank( Plank, 1969).

This result of ion exchange is in a good
agreement with that obtained by Mu et al (Mu et
al, 2008). They reached to 44 percent ionic
exchange for NaY Zeolite prepared from kaolin .
Also, this result slightly differs from the result
obtained by Reza (Reza Sadeghbeigi, 2000), and
Jones et al( Jones et al, 2006). They recorded that
the exchangeable sodium content is reduced to
3wt% Na,O. Anyway the results of this work was
in agreement with that obtained by Samar
(Samar,2008) for zeolite X .The exchangeable
sodium content is reduced to less than about 2%.

CATALYTIC ACTIVITIES OF PREPARED
CATALYST

The activity of prepared catalyst on the
VGO conversion and the yield of gasoline, gases,
and coke was studied at reaction temperatures
range 440 to 500 °C, and weight hour space
velocity (WHSV) range 10 to 25h™,

Figures 6, 7, and 8 show the effect of
WHSV on the VGO conversion at different
reaction temperature for Na form catalyst, NaNH,
form catalyst, and NaH form catalyst,
respectively. As shown from these figures, the
VGO conversion increases with decreasing of
WHSYV at constant temperature. This means that
the conversion of VGO is a function of reaction
time for all catalysts, the increasing of the contact
time of the feed molecules with the catalyst
increases the VGO conversion in direct proportion
to the amount of the catalyst and inversely
proportional to the feed flow rate. The lower
WHSV increases the contact time and favors
VGO conversion. The results obtained for the
effect of WHSV on the VGO conversion are in a

Volume 19 October 2013
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good agreement with those obtained by Rawet et
al(Rawet et al,2001) , and Ancheyta et
al(Ancheyta et al 2002).

Table 4 The effect of duration time of ion
exchange on catalyst sodium content.

Na,O(wt%)

Duration of Na,O.(wt%) | exchanges

ion
exchange(hr)

0.0 12.5 0.0
24 9.7 22.4
48 9.2 26.4
72 8.9 28.8
192 7.5 40
240 7.2 42.4
360 5.8 53.6
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The selectivity of prepared catalyst to
produce gasoline was calculated for Na form,
NaNH, form, and NaH form at 10 WHSV
and 500 °C and equals 37.3, 40, and 43.5%
respectively. The selectivity increases with
increasing conversion. These results agree
with those obtained by Ravichander et.
al(Ravichander, et al ,2009) and Al-Khattaf(
Al-Khattaf 2002) .

Figure 9 shows the effect of
regeneration temperature of prepared catalyst
NaH form on the conversion and the gasoline
yield. The experimental conditions of these
tests are WHSV of 10 h™ reaction
temperature of 500 °C,and atmospheric
pressure.

As shown from this figure, the gasoline
yield and the VGO conversion increases with
increasing regeneration temperature to a
certain limit, after that the gasoline yield and
the VGO conversion decrease. The
regeneration transformed the coke deposits
into carbon monoxide, carbon dioxide, and
steam, all of which are gaseous .Thus, the
poisoning of catalyst by coke is a reversible
process that can be effectively counteracted,
when coke removing reach a maximum point,
the surface area (active sites) and the activity




reach a maximum level, thus leads to a
maximum  conversion  (46.7wt%) and
gasoline yield (22.5wt%). The excessive rise
in regeneration temperature decreases the
gasoline vyield and the VGO conversion
because the structure and texture of the
catalyst may be irreversibly altered( Danial
Decroocq 1984)

The activity of regenerated catalyst gives
61% of original activity. This result was far
away from those obtained by Ravichander et
al [29] (Ravichander, 2009) .They recorded
that the activity of regenerated catalyst is
10% lower than that obtained with fresh
catalyst.

50
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Fig. 9: Effect of regenerated temperature on the
gasoline yield and VGO conversion

CONCLUSIONS

From the present work using kaolin (clay
mineral locally found ) as a raw material for
preparation faujasite type Y zeolite and studying
the performance of the prepared catalyst in
fluidized bed reaction system the following
conclusions are deduced:-
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From the X-ray Powder Diffraction, FT-IR

spectroscopy , silica-to-alumina mole ratio

3.85(Si/Al=1.925) , unit cell size (UCS) 24.73
2

A surface area 360m /g , pore volume 0.39
and sodium content 12.5 wt%. for prepared
catalyst and the comparison with the standard
NaY zeolite it is possible to say that the
prepared catalyst obtained  from locally
available kaolin in this work is NaY zeolite.
Activity of faujasite type Y zeolite NaH form
is a highest among Na form, NaNH, form and
NaH form.

The appropriate regeneration temperature for
prepared catalyst was 700°C, which gives 61%
from original activity.

The experimental results indicate that the
effect of WHSV is higher than the effect of
temperature on the VGO conversion and
gasoline yield within the process variables.
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ABSTRACT :

Methods of speech recognition have been the subject of several studies over the past decade. Speech recognition
has been one of the most exciting areas of the signal processing. Mixed transform is a useful tool for speech signal
processing; it is developed for its abilities of improvement in feature extraction. Speech recognition includes three
important stages, preprocessing, feature extraction, and classification. Recognition accuracy is so affected by the
features extraction stage; therefore different models of mixed transform for feature extraction were proposed. The
properties of the recorded isolated word will be 1-D, which achieve the conversion of each 1-D word into a
2-D form. The second step of the word recognizer requires, the application of 2-D FFT, Radon transform, the
1-D IFFT, and 1-D discrete wavelet transforms were used in the first proposed model, while discrete
multicircularlet transform was used in the second proposed model. The final stage of the proposed models includes
the use of the dynamic time warping algorithm for recognition tasks. The performance of the proposed systems was
evaluated using forty different isolated Arabic words that are recorded fifteen times in a studio for speaker
dependant. The result shows recognition accuracy of (91% and 89%) using discrete wavelet transform type
Daubechies (Dbl) and (Db4) respectively, and the accuracy score between (87%-93%) was achieved using
discrete multicircularlet transform for 9 sub bands.

KEYWORDS: Mixed Transform, Radon Transform, Discrete Wavelet Transform, Discrete
Multicircularlet Transform, Dynamic Time Warping.
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1. INTRODUCTION

Speech recognition is the process to recognize
speech utters by a speaker. For human beings,
it is a natural and simple task. However, it is
an extremely complex and difficult job to
make a computer respond to even simple
spoken command. Speech  recognition
becomes a challenging task to create an
intelligent recognizer that emulates a human
being’s ability in speech perception under all
environments (Rabiner, 1993).

Many research works have been done the
recognition of Arabic words. These studies
include the use of neural networks and
dynamic time warping. Mutasher, 2010,
presented different models for speech
recognition based on artificial neural network
(ANN) and dynamic time wrapping (DTW)
algorithm, and in each model, two
transformation methods namely, discrete
wavelet transform and slantlet transform are
used to extract features from speech signal.
Qassim, 2006, developed speech feature
extraction using a hybrid technique based on
discrete wavelet transform which is applied to
each Arabic phoneme for single words. He
proposed a technique for training and
recognition tasks includes the use of feed-
forward back propagation neural network.
Speech recognition consists of several stages,
that the most significant of them are the
feature extraction and recognition stages.
Therefore,  several  feature  extraction
techniques are evaluated based on discrete
wavelet transform (DWT), radon transform,

and discrete  multicircularlet transform
(DMCT).
In this paper, isolated Arabic word

recognition system is proposed based on
different mixed transform techniques and
DTW algorithm as a decision network.
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2. ISOLATED WORDS DATABASE

A database is created for Arabic language
using single speaker. Each word is repeated
15 times. We have used forty different
isolated words for creating the database. The
samples stored in the database are recorded by
using a high quality studio-recording
microphone at a sampling rate of 8 KHz.
Recognition has been made on these 40
isolated spoken words under the same
configuration. Our database consists of a total
of 600 utterances of the spoken words.

The spoken words are preprocessed,
numbered, and stored in appropriate classes in
the database. The general block diagram of
the speech recognition system is shown in
Fig.1. Basic speech recognition system
includes three stages: the preprocessing stage,
the feature extraction stage, and the
classification stage.

a. Sampling: the speech signals are sampled
to convert it from analog to digital.

b. Framing and windowing: at this stage the
speech signal is blocked in frames of N
sample. Since we deal with speech signal,
which is non-stationary signal, the framing
process is essential to deal with frame not
with the original signal. After this stage the
speech signal has many frames and the
number of frames depends on the number of
samples for each word, so all length of utters
must be resized into a length which is agreed
with the proposed length. The main reason
behind choosing proposed length, is to get
high performance of the algorithms, to get
best feature extraction coefficient and also to
convert the process from 1D into the 2D
process matrix. In this proposed system, after
many studies and tests on different data
(words), and different lengths, it is found that
the suitable (proposed) length of all words is
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256, and this choice comes from noting all
length of words and finding that this length is
very appropriate for all. Windowing includes
multiplying each frame of the word by the
hamming window; the advantage of the
multiplication is to minimize the signal
discontinuities at the beginning and the end of
each frame. The concept here is to minimize
the spectral distortion by using the window to
taper the signal to zero at the beginning and
the end of each frame. It is clear that the
hamming window does not go to zero at the
extremes (Mutasher, 2010). In this paper, a
mixed transform was used to extract the
features from the speech signal, while the
DTW algorithm was used to recognize the
input speech.

3. MIXED TRANSFORM

Transform techniques have proved invaluable
in signal analysis and in coding for efficient
transmission and storage of signal data. The
goal of a transform is to represent as much
of the signal information in few transform
coefficients as  possible. However, a
particular transform is only efficient for
representing signals which are of the same
class as the basis functions of the transform.
However, a signal may be represented
efficiently only if the basis functions of the
selected transform are similar in structure to
the signal. Since signals such as speech and
images are highly dynamic, consisting of
regions with  various combinations of
narrow and broadband components, a single
transform with fixed basis functions is rarely
optimal for representing such signals (Albert,
1999).

In this work, the feature extraction of the
speech signal will be done using two different
mixed transforms, as explained below.
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3.1 Radon Transform

The Radon transform was utilized for DSP
purposes, in a novel procedure known as
Finite Radon Transform (FRAT), which
converts a matrix of data into a set of
independent projections, and it can be
reversed to retrieve the original data from the
set of projections. This objective is carried out
by applying 2D FFT on the matrix, to obtain
the frequency-domain version of the data,
then reordering the matrix elements through
an optimum ordering procedure. Optimum
ordering algorithm, which states that, the
output matrix always contains principal
directions, which are: the first column, the
main diagonal, the first row, and the reverse
diagonal, respectively. For example 4*4
matrix the optimum ordering will be shown
below (Abdulwahid, 2010):

15 9 13 11 1 1 1 1
2 6 10 14 2 6 5 8 10 7
3 7 11 15 ~ 3119 0 0 0
4 8 12 16 4 16 13 14 12 15

3.2 Discrete Wavelet Transform

The DWT can be defined as the process of
decomposing a signal or function into an
expansion in terms of a basis function, usually
called mother wavelet, from which two types
of filters, low-pass and high-pass, can be
generated. These filters can be arranged in a
tree structure, called a filter bank, whose
outputs will be separate signals, which stand
for the signal content in separate bands of
frequency.

Fig. 2 illustrates a two-band filter bank, which
consists of a high-pass (details) filter hy(—n),

and a low-pass (approximation) filter hgy{—n).
The outputs d; and c; are found by the

following convolution sums (Trivedi, 2011),
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c;(k) = Epholm—2K)c;eq(m) (1)

d_;l(k} = Em hj_(m - 2k}c_;l'+1(m} (2)
Notice how the convolved filter sequence
jumps by two elements instead of one, due to
the down sampler (Decimator) step, which
takes a signal x{n) as an input and produces

an output of y(n) = x(2n).
Further decomposition on the approximation
coefficients c;, resulting in the new outputs

d;—y and c;_4 (Trivedi, 2011).

Most of the energy of the speech signal lies in
the lower frequency bands. The other sub-
bands contain more detailed information of
the signal and they are discarded, since the
frequency band covered by these levels
contains much noise and less necessary for
representing the approximate shape of the
speech signal. Hence take the approximation
a3 and discard (d1, d2, d3). Fig.3 shows 3-
levels DWT.

3.3 Multiwavelet Transform

As in the scalar wavelet case, the theory of
multiwavelets is based on the idea of
multiresolution analysis , analyzing the signal
at different scales or resolutions. The
difference is that multiwavelets have several
scaling functions. The standard
multiresolution has one scaling function ¢(t)

(Ibraheem, 2010). The multiwavelet two-scale
equation resemble those for scalar wavelets:

D(t) =/2 5 H ®Ct—k) @)
k =—o0

YR =2 > G, W (2t — k) 4)
K — —

o0

One famous multiwavelet filter is the GHM
filter proposed by Geronimo, Hardin, and
Massopust (Geronimo, 1994). Their system
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contains the two scaling functions and @, (t)
and the two wavelets ¥, (t) and W, (t) (Strela,

1998). According to equations 3 and 4, the
GHM two scaling and wavelet functions
satisfy the following two-scale dilation

equations:

V/Z(t)} ~V2xGy {z//z (2t-k)
- ()
%2 (t)} PR [‘/jz (2t = k)} 6)

Where Hy for GHM system are four scaling
matrices Ho, Hi, Hz, and Hs.

3 4 3
_|s/2 5 _|5y2
S D S T A O N
| 20 1042 20 42
0 0 0 0
H,=| 9 _3,H3:[_1 0} (7)
120 1042 20

Also, Gx for GHM system are four wavelet
matrices Gy, G;, G, and Gs.

S S T

G- 20 10V2|g_| 20 V2

o — 11— 1
132 _9 (8)
1042 10 | | 1042
[ 9 3 ] 1
= -— 0

G.o| 20 102 g | 20

2 9 3 13 _L 0
1042 10 | | 1042

3.4 Discrete MultiCircularlet Transform

The GHM  characteristics  offers a
combination of orthogonality, symmetry, and
compact support, which cannot be achieved
by any scalar wavelet basis except for the
Haar basis, its basis functions are exploited to
generate more efficient basis functions for
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compression purposes where the number of
zeros is as large as possible.

The GHM basis functions are exploited to
generate more efficient basis functions for
compression purposes. This can be achieved
through the following steps (Alubady, 2009).
1- Taking the 2-D convolution for each
basis function matrix with itself to generate
new basis functions. This is done as follows:-
a. Write the polynomial representation of the

matrix, e.g. for matrix
G, (n,n,)&G,(n. n,) :
A,
G, = pl{al ﬂ ©)
a, a,
a
(10)

G2 = |:b1 b,
l b, b,

The polynomial representation for eq. (9) Will
Be

G, (p,q)=a +a;p+a,q+a,pq (11)

The polynomial representation for eq. (10)
Will Be

G,(p,q) =b, +bsp+Db,q+b,pq (12)
b. Use table lookup method to find the
convolution result as follows:

a, a,p a,q

a,b

a,b, y/ ("j/bqu/
bjg (flf)_ Wﬂ/h{/

-

Y
Y
y
A Y

%
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The output polynomial representation is equal
to:

a'1 l31

a3b1 p + alb3 p

a,b,q +azb, p® + a,b,q

a,b,q +a,b, pg +a;b, pg +a,b, pq
a,b;p*q+a,b,q” +a;b, p°q

a,b, pa° +a,b, pg”

a,b,p°g’
c. Arrange the result in matrix form to which
gives:

a,b, a,b,

a,b, +ab,
a3b1 +a1b3 arbs+aszb,+aibs+asb, a4b2 + a2b4

ash, a,b, +a;b, a,b,
d. Fold the 3 column on the 1% column &

next folding the 3™ row on the 1% row.
i- Folding the 3™ column results in

a,b, +a,b, a,b, +a,b,
ab, +a,b, +a,b, +a,b, ab, +ah, +ah, +ab,
asb, +a,b, asb, +a,b,

ii- Folding the 3" row results in

ab +a,h, +ab,+aph, ah, +a,b, +a;0, +a,b,

ah, +a,b, +a, +a,b, a,h, +a,b, +a,h, +a,h,

The individual coefficients values of these
matrices are generated using the following
procedure (Alubady, 2009):

1- Apply the 2-D convolution between the
G’s & H’s . This can be achieved as follows:
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a) compute A, =H, ® H,
b)compute B;; =G, & G,
where i=0,1,2,3

2. Now compute the 2-D Convolution
between the resultant of step 1 & the G’s &
H’s. This can be done through the following
way:

a) compute A, = A; ® H,

b)compute B,, = B,; ® G,
wherei=0,1,2,3

3. The process was repeated several times. It
was found that the optimal results was at the
third step.

The proposed matrix coefficients A’s and B’s
was obtained by performing the following
computations:

a) compute A, = A, ® H,
b)compute B; = B;, ® G,
wherei=0,1,2,3

The proposed new multifilter bases functions
which denoted by A’s and B’s are stated as

AO’Al’AZ’AS & BO’Bl’BZ’B3

The proposed basis functions are:
The A’s 2x2 matrices are:

14561  1.4131
=[—1.0265 —0.9857]
1.6896 15814
{1.4376 1.5450] 13)
0.0977 —0.0945
2 ::{ 0 0 },
0.6250 0
A, =1.0e—005*{ 0}

The B’s 2x2 matrices are:
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0.0460  0.0343
° {—0.0459 —0.0342}’
27696  —2.4406
1:[—2.4142 2.7225]
[1.6610 —-1.6066
? {1.6581 —1.6038] (14)
5 {—0.0302 —0.0302}
® | 00052 0.0052

Due to the good -characteristics of the
transformed 1-D and 2-D signal by the basis
functions obtained from third convolution, it
will be adopted as the new transform named
“Multicircularlet Transform”(Alubady,2009).
The AB multifilter bank coefficients are 2 by
2 matrices, and during the convolution step
they must multiply vectors (instead of
scalars). This means that multifilter banks
needs 2 input rows. This transformation is
called preprocessing. The most obvious way
to get two input rows from a given signal is
to repeat the signal. Two rows go into the
multifilter bank. This procedure is called
“Repeated Row” which introduces over
sampling of the data by a factor of 2 .

For computing DMWT, the transformation
matrix can be written as follows:

ALAA A 0 0 00 00
000 AAAA 02000
AbAL O 0 0 0 0 0 A A

W=B, B, B, B, i i 0 0 0 0
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where A, , B, are the impulse responses of
the AEB multifilter bank, equations 13 and 14.
The organization and  statistics  of
multicircularlet subbands differ from the
scalar wavelet case. During a single level of
decomposition using a scalar wavelet
transform, the 2-D signal data is replaced with
four blocks, while in multifilter bank used
here, two channels are corresponds for each
bank, so there will be two sets of scaling
coefficients and two sets of wavelet
coefficients.

4. DYNAMIC TIME WARPING

The Dynamic Time Warping (DTW) is the
mathematical technique which is used to find
the cumulative distance along the optimum
path without having to calculate the
cumulative distance along all possible paths
(Chapaneri,2012). In Fig.4 consider a point i,
j somewhere in the middle of both words. If
this point is on the optimum path, then the
constraints of the path necessitate that the
immediately preceding point on the path is i-
1,jori-1, j-1 ori, j-1. These three points are
associated with a horizontal, diagonal or
vertical path step respectively. Let D(i, j) be
the cumulative distance along the optimum
path from the beginning of the word to point
i, J, thus:

i
D(ij)= 2> d(x,y)
X, y=1,1
As there are only the three possibilities for the
point before i,j it follows that:

(15)

D(i,j) = d(i,j) + min [D(i-1, j) , D(i-1, j-1),
D(ij-1)] (16)
The best way to get to point i, j is thus to get
to one of the immediately preceding points by
the best way, and then take the appropriate
step to i, j. The value of D(1, 1) must be equal
to d(1, 1) as this point is the beginning of all
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possible paths. To reach points along the
bottom and the left-hand side of Fig.4 there is
only one possible direction (horizontal or
vertical, respectively). Therefore, starting
with the value of D(l, 1), values of D(i, 1) or
values of D(1, j) can be calculated in turn for
increasing values of i or j. Let us assume that
we calculate the vertical column, D(1, j),
using a reduced form of eq. (15) that does not
have to consider values of D(i-l, j) or D(i-1, j-
1). (As the scheme is symmetrical we could
equally well have chosen the horizontal
direction instead). When the first column
values for D(1, j) are known, eq.(16) can be
applied successively to calculate D(i, j) for
columns 2 to n. The value obtained for
D(n,m) is the score for the best way of
matching the two words(Holmes, 2001).
Suppose we have two time series Q and C, of
length n and m respectively, where
Q=91,092,...,qi,...,gn

C=cl,c2,...,cj,....cm

To align two sequences using DTW we
construct a n-by-m matrix where the (it, get)
element of the matrix contains the distance d
(Qi, cj) between the two points Qi and cj
(Typically the Euclidean distance is used, so d
(Qi, cj) = (Qi - ¢j) 2). Each matrix element (I,
J) corresponds to the alignment between the
points Qi and cj.

A warping path W is a contiguous set of
matrix elements that defines a mapping
between series. The kth element of W is
defined as w, =i, j), sSo we have:

W= (wlw2,...wj,...,wk)

The best warp (the shortest) path could be
found by exhaustively searching all possible
paths and selecting that path having the
minimum measure. This, however, is not a
practical solution, because the number of
possible paths is large and exponentially
related to the size of the lattice.

If a point (Qi, cj) lies on the optimal path,
then the sub path from (g1, cl1) to (Qi, cj) is
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also locally optimized. This means that the
best path from (g1, cl1) to (gn, cm) can be
recursively found by locally optimizing paths
one grid unit with time-beginning at (g1, cl)
and ending at (gn, cm). This is done in
practice by running the recurrence relation in
eq. (16) which defines the cumulative
distance D (I, j) for each point , i.e. assigning
a partial sum to each grid (Li Dong, 2006).
The global warp cost of the two sequences is
defined as shown below:

(17)

Where w; are those elements that belong to

warping path, and p is the number of them.
There are three conditions imposed on the
DTW algorithm that ensure them a quick
convergence (Furtuna, 2008):

1. Monotony — the path never returns, that
means that both indices | and j used for
crossing through sequences never decrease.

2. Continuity — the path advances gradually,
step by step; indices | and j increase by
maximum 1 unit on a step.

3. Boundary — the path starts in left-down
corner and ends in a right-up corner in the
distance matrix.

5. PROPOSED SPEECH RECOGNITION
SYSTEM

The general block diagram for the proposed
speech recognition system is shown in Fig. 5

5.1 Speech Signal

The proposed models have been applied on
forty Arabic words; these words were
recorded by a microphone in the studio by
one speaker and stored as files, the format of
these files is wave format. The type of digital
speech signal is (PCM), and the sampling rate
is 8 KHz. These words are:

céJ\J FaBy cd:\,\.'\ ce:u.‘.aﬁ c‘):\ij\ cc_ﬁ\ cud.\l c'éJLfI:\)
daaa (S (GAses ((a ccl.ua ctjm ()
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Al gy ol eldg crﬁaUé.'a el glza
¢ 8 (Azaaa edin o plie canly €A 4 ce:m\),\\ BE
¢y QS cmila ol Hls (Jsana pald s(‘;ﬁ i)
5.2 Sampling

The speech signals are sampled to convert it
from analog to digital. The sampling rate has
been down sampled from 44 KHz to 8 KHz.

5.3 Framing

At this stage the continuous speech signal is
blocked in frames of N samples. Since we
deal with speech signal, which is non
stationary signal (vary with time), the framing
process is essential to deal with frame not
with the whole signal. After this stage the
speech signal has many frames and the
number of frames depends on the number of
samples for each word. The number of
samples for each frame is 265 samples.

5.4 Hamming Windowing

Each frame of the word was multiplied by the
Hamming window; the advantage of the
multiplication is to minimize the signal
discontinuities at the beginning and the end of
each frame.

5.5 Feature Extraction

Since speech recognition is so affected by the
feature extraction stage, therefore  two
different mixed transforms are used in this
work.

5.5.1 The First Mixed Transform

The first mixed transform consist of applying
2-D FFT for each frame after resizing it into
16 16 matrix, then find the best sequence of
direction for each frame after that applying
the 1-D IFFT then applying the DWT to the
resultant matrix for each row of the frame.
Most of the energy of the speech signal lies in
the lower frequency bands. The other sub-
bands contain more detailed information of
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the signal and they are discarded, since the
frequency band covered by these levels
contains much noise and less necessary for
representing the approximate shape of the
speech signal . Hence take the approximation
a3 and discard (d1, d2, d3). In the proposed
work the DWT that used are Daubechies
(Db1) and (Db4) type.

5.5.2 The Second Mixed Transform

In this proposed model the same preprocess
and classification stages was used as in the
first model, in feature extraction stage DMCT
was used instead of DWT. The DMCT was
applied to each frame of each version that
results in 16 sub bands for each frame, each
sub band treated independently to examine
the recognition rate when each sub band used
separately. Nine sub bands (sbl, sb2, sb3,
sb5, shb6, sb7, sh9, sb10, sbll) which
represent the approximation sub bands will be
later represent the feature vector for the uterus
and it will be ready to be used by the
classifier, as it can be shown in Fig. 6 where
the shaded bands represent the detailed bands
with a lowest recognition rate that can be
ignored. Fig. 7 shows the recognition steps
using the second mixed transform.

5.6 Dynamic Time Warping Algorithm
After taking the mixed transform for all
versions and represent each version by one
feature vector, these feature vectors are
different even in the same word, so these data
are suitable to enter DTW classifier. The
DTW algorithm allows a non-linear warping
alignment of one signal to another by
minimizing the distance between the two.
This warping between two signals can be used
to determine the similarity between them and
thus it is very useful feature for recognition.
The algorithm of DTW for classification of
words is explained as follows:
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a. Take fifteen version for each word and
divide these versions, ten versions of each
word (10*40=400 version) for basing, and
five versions (5*40=200 version) for testing.
b. Calculate the distance value between each
version from test with each version from base
for all words.

The calculation of distance is done by finding
the warping path between two versions and
then calculate the global warp cost of the two
versions defined by eq. (17)

6. RESULTS

In this work, the proposed systems have been
applied on forty Arabic words. The number of
versions of each word have been divided into
two parts:

a. One part of these versions used for basing
called “basing versions’’, ten versions have
been taken for each word.

b. The other part used for testing called
“’testing versions’’ five versions have been
taken for each word. The test versions are
tested on the DTW and their resultant error is
used to give the measure of the generalization
ability of this algorithm.

The proposed speech recognition system is
done by different models two mixed
transforms are used to recognize the speech
signal. The first one consists of cascaded
mixed transforms including (2D FFT, Radon
transform, 1D IFFT) and followed by the
DWT. The second mixed transform use the
same first three stages as the first one, but
differs in the last transform where DMCT is
used. To compare the performance of each
one of them, the accuracy or recognition rate
has been computed as follows:
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Total number of correct recognition
Total number of testing version

Accuracy = X100%

Table 1 shows the comparison between the
accuracy of different recognition system,
while Fig.8 shows the percentage of accuracy
for each recognition system.

7. CONCLUSIONS

In this work, two mixed transforms are used
to recognize the speech signal. The first one
consists of cascaded mixed transforms
including (2D FFT, Radon transform, 1D
IFFT) and followed by the DWT that gave a
recognition rate of 91%. The second mixed
transform use the first as the first one, but
differs in the last transform where DMCT is
used, that gave a recognition rate of 93%. The
mixed transform succeeded as a technique for
combining features of speech recognition,
since the coefficients pass through a cascaded
transforms which enhance its low frequency
component. The proposed mixed transform is
a combination of multicircularlet transform
with a 2D-FFT, Radon transform and 1D-
IFFT to achieve better  coefficient
decomposition. The DMCT offers a good
distribution of the signal in the frequency -
spatial domain. It was shown that, this will
result in a Dbetter decomposition of the
coefficients, so it can be used as the extraction
stage in the proposed speech recognition.
DTW algorithm was used as a classifier to the
features that are extracted by the mixed
transform; this algorithm is a powerful tool to
find the minimum distance between features
of the same word, and there is no need to
equalize their lengths. With all these
advantages of using the proposed algorithm,
the disadvantage of using the proposed mixed
transform is the execution time because the
complex computation of the proposed mixed

Isolated Word Speech Recognition Using
Mixed Transform
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transforms that take more time of executing a
single transform alone.
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Table 1: Comparison between the accuracy of different recognition system

Classification Total number of testing Total number of correct | Accuracy
system version recognition

First model

1-level Dbl 200 179 89.5 %
2-level Dbl 200 180 90 %
3-level Dbl 200 182 91 %
4-level Dbl 200 132 66 %
1-level Db4 200 178 89%

Second model

sbl 200 186 93 %
sb2 200 184 92 %
sb3 200 181 90.5%
sb5 200 177 88.5%
sh6 200 176 88%
sb7 200 174 87%
sh9 200 182 91%
sb10 200 179 89.5%
sb1l 200 179 89.5 %
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A Fuzzy Logic Controller Based Vector Control of IPMSM Drives
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ABSTRACT:

This paper explores a fuzzy-logic based speed controller of an interior permanent magnet
synchronous motor (IPMSM) drive based on vector control. Pl controllers were mostly used in a
speed control loop based field oriented control of an IPMSM. The fundamentals of fuzzy logic
algorithms as related to drive control applications are illustrated. A complete comparison between
two tuning algorithms of the classical Pl controller and the fuzzy PI controller is explained. A
simplified fuzzy logic controller (FLC) for the IPMSM drive has been found to maintain high
performance standards with a much simpler and less computation implementation. The Matlab
simulink results have been given for different mechanical operating conditions. The simulated
results confirmed that the FLC-PI has a lower ripple than the conventional PI controller.

Keywords: fuzzy logic controller, vector control, PID controller, IPMSM.
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1. INTRODUCTION

Power electronics system models are often
ill-defined thus far. Even for a known plant
there may be parameter variation problems.
Vector or field- oriented control (FOC) of a
drive can overcome this problem and it is
very widely used for high performance
PMSM drive applications as well; however
an accurate vector control is quite difficult
[Bilmal, 2002]. The vector control is used to
obtain the fast torque response for interior
permanent magnet synchronous motor
(IPMSM) drive, thus the current and speed
controllers both play an important role for the
drive performance [Blaschke, 1972].

Pl controllers are mostly used for speed
control due to their simple structure and also
for providing a good performance over a
wide speed range. However, tuning the PI
controller is the main problem. The system
parameters were changed through the
operating conditions. In addition the PI
control method is a linear control method and
could not be worked with a discrete system.

A variety of control techniques have been

developed to solve the aforementioned
problems, offline Pl and PID tuning,
nonlinearity =~ compensation, modeling,

parameters estimation [Uddin et al. ( 2002) ,
Rubaai (2002), Yubazaki (1993), Ko (1993),
Wai (2001), Lin et al. (1998) and Jae et al.
(2007)]. Among all of the control techniques
Fuzzy Logic Control (FLC) was mostly
utilized in industrial applications. FLC is an
adaptive and nonlinear control method,
which gives robust performance for a linear
and nonlinear plant with parameter variation.

Recently, a fuzzy logic controller (FLC) has
been widely applied in wvarious drive
applications including the speed control. The
fault detection sensitivity is improved by
using fuzzy logic controller [Quiroga et al.,
2008]. Sometimes it is not easy to get a
satisfied control characteristic by using
normal linear Pl controller because of the
nonlinearity of the systems; hence an integral
separated self-tuning fuzzy PI controller has
been developed [Sun Qiang and Zhou, 2003].
The major feature of FLC’s doesn't depend
on the mathematical model of the plant
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(which could be very complicated), but only
on expert operator knowledge.

In this paper, a vector control scheme based
on FLC for IPMSM drives is proposed. The
control rules and the membership functions
have been designed and explained.

2. PMSM MODELING

The space vector diagram is shown in
Figure (1) the electrical equations for the
IPMSM in the synchronously rotating frame
(d-g) model are given as [Azizur Rahman et
al., 2003]:

0

L
q

= e
2, |0 i, | |0
(2)
The electromagnetic torque Te depends on
the interlinkage flux and the difference
between the d- and g-axis inductance (L4-L)
is given as:

3 . ..
T, =EP[/1m|q — (Lq - Ld)ldlq] .

The conventional control of IPMSM is
done Dby linearizing the g-axis current
expression by setting the d-axis current equal
to zero. Then the electromagnet torque
equation becomes:

3

T, =~ P,
2 4)
W _ (1 T —Bw )/
dt (5)
do,
dt ' (6)
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3. SYSTEM DESCRIPTION

IPMSM is controlled by a Space vector
PWM inverter [M.N. Uddin et al., 2000]. The
motor drives a mechanical load characterized
by moment of inertia (J), viscosity friction
coefficient (B), and load torque (TL). The
speed control loop uses a fuzzy logic
controller instead of a simple proportional-
integral Pl controller to produce the
guadrature-axis current (ig) which controls
the motor torque whereas the motor flux is
controlled by the direct-axis current (id).
Figure (2) shows the block diagram of the
standard PMSM drive system.

4. THE FUZZY CONTROLLER

Fuzzy logic is an extension of a multi-
valued logic based on the theory with
unshaped boundaries and in  which
membership is a matter of degree. The basic
of fuzzy logic are linguistic variables, whose
values are words rather than numbers
[Dubois and Prade, 1980]. The first step for
controller design is a determination of
condition variable number and fuzzy partition
of state space. From this, the membership
function is given with the fuzzification. And
then, a fuzzy inference is done by giving
control input. Finally, defuzzification is
needed to obtain the crisp control input. The
coarse and fine rule tables given by off-line
calculation are used to guarantee short
sampling time. A rule in fuzzy logic can be
based on the experience of experts and that it
represents a combination of the operating
system and quantitative knowledge of the
motor conditions.

4.1 Fuzzy Logic Controller Structure

FLC block diagram is illustrated in Fig.3
consists from four blocks:
-Fuzzification: transforms crisp to fuzzy
input.
-Inference engine: decides which rules from
knowledge base are fired.
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-Defuzzification: transforms fuzzy output to
crisp output.

-Knowledge base consists of rule base
[Nguyen et al., 1995].

4.1.1 Fuzzification

Fuzzification is the process of taking the
numerical (crisp) value of a (crisp) variable
and relating it to a fuzzy set through a
membership function. In the FLC for PMSM
drive, the error between the actual rotor
speed and the reference speed command and
the error during the sampling time are chosen
for the condition variables.

The actual inputs to the fuzzy system are e;
and e, which represent the speed error and
the change in speed error respectively as
defined by Eqgs. (7) and (8). The gains G; and
G, can be varied to tune the fuzzy controller
for the desired performance [Uddin et al.,
2002]. The output gain Gz can also be tuned.

Aw, (n) = @, (n) - @, (1)
e,(n) = G, (o, (n) - o, (1-1)
™
e, (n) =G, (A, (n) - Aw, (N -1))
e,(n) =G, (e, (n) —&,(n 1) ®)

In discrete form equation 8 becomes:

e,(n)-e(n-1)

€x(1) =G, () ©)
Using Z-transform
Z-1
&,(2) =G, (——)e(2) (10)

S

Where Ts is the sampling time and G; and
G, are the input scaling factors and k is the
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output scaling factor. Their values affect the
membership functions [10].

The output of the FLC is the torque
producing current relating to the change in
the torque producing current at the n-th
sampling time, where k is the FLC gain as
defined in Eqg. (11) by:

i, (n) =i, (n—1) + kai, (n)) an

In this system, the universe of discourse for
e1, €, as a control inputs are given as [-500
500 rad/sec], [-500 500 rad/sec?],
respectively and the output variable as [-400
400 A].

4.1.2 Controller Linguistic Terms
and Memberships Functions
A membership function is normally

expressed graphically and tends to illustrate
how completely a crisp variable belongs to a
fuzzy set. Trapezoids and triangles are the
two most popular membership functions. The
ideal membership function is a bell-shaped
curve with a Gaussian distribution. The
trapezoid function comes fairly close to a
bell-shaped curve and is a lot easier to
implement and faster to execute. Five
linguistic terms for each one of the input
e1(n), ex(n) and the output Aig(n) are chosen.
These terms are Negative Big(NB), Positive
Big(PB), Negative Small(NS), Positive
Small(PS), Zero(ZE). The memberships are
shown in Fig.4 where the input el and e2 are
normalized to the range [500,-500]. These
memberships use a Gaussian membership
function whereas a single spike is used for
the output Aig(n) since the sugeno fuzzy
system type is used to construct a fuzzy
controller.

The fuzzy membership functions of the input
variables and output variable are shown in
Fig. 4a and 4b respectively, and the
corresponding fuzzy logic rule is shown in
Table (1).

The fuzzy rules have the form as :

Rule 1: IF is NB and is PB THEN is ZE ,
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An easier way to visualize a 1% order system
by defining the location of a moving
singleton, means the singleton output spikes
can move around linearly depending on the
input signals (see Figure (5) which shown the
ruler viewer). Nevertheless the control rules
are contributed as follows [Jae et al., 2007]:
a- When the actual rotor speed is lower
than the reference value then Aiq(n)
should be large in order to bring the
speed to the reference value.
When the actual rotor speed is near
to the reference speed then Aiq(n)
should be a little small.
When the actual rotor speed
approaching the reference speed is
within a short time then Aiy(n) should
be kept constant so as to avoid the
overshooting.
When the actual rotor speed has the
same value of the reference speed
without a sensible changing then
Aig(n) is required to be changed
gradually to avoid the output from
moving away.
When the actual rotor speed reaches
the reference value and remains
steady then Aig(n) should remain
unchanged.
When the speed is higher than the
reference speed Aiq(n) should remain
negative.

4.1.3 Defuzzification

Defuzzification is the process of taking a
fuzzy wvalue and converting it into a
numerical (crisp) value (quantifications).
Defuzzification is required for generating a
real-world output. Various methods have
been wused for defuzzification [Blaschke,
1972]. Among the defuzzification methods
the sugeno method is very simple [Nguyen et
al., 1995].

5. SIMULATION RESULTS

Table (2) shows the parameters of IPMSM
which used in the simulation test. The
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simulation has been carried out using Matlab/
Simulink and Fuzzy Logic Toolbox. Speed
and torque command transient responses to
repetitive step changes in the speed command
have been obtained for different load
operating conditions and at nominal moment
of inertia. The responses have been obtained
for step speed commands (500rpm to -
500rpm).

The FLC gains are affected on the
membership functions, in this paper these
gains are set G;=2, G,=5, G3=150, k=0.5,
T=100usec. Under these values, a dequate
response has been observed. The value of k
affects the rise time while the small value of
k increases the rise time. The dynamic
response under different operating conditions
is illustrated. Figures (6) and (7) show the
step response of the speed and torque for the
conventional Pl controller for full-load and
half-load operating conditions at nominal
inertia for 500 to -500 rpm command. Figs. 8
and 9 show the step response of the FLC for
full-load and half-load torque at nominal
inertia for 500 to -500rpm. As shown in
Figures (8) and (9), the dynamic response has
a lower ripple than that for PI controller. It is
obvious that also the proposed digital FLC
system with FLC-PI is of better performance
than the conventional PID controller.
Furthermore, since the conventional Pl speed
controller is a linear controller the gain of the
PI controller can not be varied. However,
FLC is nonlinear can confirmed with the
surface shown in Figs. 8c and Fig. 9¢c under
half and full load operations.

6. CONCULSION

This paper investigates the performance of
a fuzzy logic controller (FLC) based on
vector control method of an interior
permanent magnet synchronous motor
(IPMSM) for high performance industrial
applications. The fundamentals of fuzzy logic
algorithms as related to motor control
applications are illustrated. The conventional
control of IPMSM linearizes the g-axis
current expression by setting the d-axis
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current equal to zero. It is obvious from the
simulated results that the proposed system
with FLC is of better performance and be
more robust for applications in IPMSM than
the conventional PID controller. The
simulation was done by using matlab/
simulink .
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LIST OF SYMBLES

Vd,Vq Stator d-and g-axes voltages

id, ig  Stator d-and g-axes currents

M, Aq  Stator d-and g-flux linkages
am Magnetic flux linkage

Rs Stator resistance

Ld, Lq Stator d-and g-axes inductances
Te, TL Electromagnetic and load torque
wr Electrical rotor speed

om Mechanical rotor speed

P No. of pole pairs

or Electrical rotor position

J Rotary inertia

B Friction coefficient

Ts Samplingtime
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Figure (1) Vector diagram of the PMSM
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Figure (2) Block diagram of standard PMSM control system
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Figure (3) FLC structure with Matlab/Simulink
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Figure (4, b)Output membership functions

Table (1) Fuzzy Controller Rules base

i e
AIq 1

NB | NS | ZE | PS | PB

PB |ZE |PS |PS | PB | PB

PS NS |ZE |[PS |PS | PB

€;
ZE |NS |NS | ZE | PS | PS

NS |NB | NS |NS | ZE | PS

NB | NB | NB | NS | NS |ZE
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Figure (5) Ruler viewer

Table (2) IPMSM parameters

o

Pole-pairs Stator resistance R 0.00402464Q

d-axis inductance 0.0986mH Friction coefficient B 0.000LNm/rad/sec
Ld

g-axis inductance | 0.292723mH Magnetic flux ®,, | 0.0558537volts/rad/sec
Lq

Moment of inertiaJ |  0.062kgm?
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Figure (6) Conventional PI controller response for (500 to -500)rpm at 50%load. a-speed
response, b-torque response c-idqg currents.
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Figure (7) Conventional Pl controller response for (500 to -500) rpm at 100%load. a-speed
response, b-torque response, c-idq currents.
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Figure ( 8) The FLC responses for (500 to -500) rpm at 50% load torque. a- speed response,
b-torque response, c-surface viewer
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Speed (rpm) Torgue ()

Figure (9) The FLC responses at 100% load torque for (500 to -500) rpm. a- speed response,
b-torque response, c-surface viewer
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ABSTRACT:

A load flow program is developed using MATLAB and based on the Newton—-Raphson method,
which shows very fast and efficient rate of convergence as well as computationally the proposed
method is very efficient and it requires less computer memory through the use of sparsing
method and other methods in programming to accelerate the run speed to be near the real time.
The designed program computes the voltage magnitudes and phase angles at each bus of the
network under steady-state operating conditions. It also computes the power flow and power
losses for all equipment, including transformers and transmission lines taking into consideration
the effects of off-nominal, tap and phase shift transformers, generators, shunt capacitors, shunt
inductors, line reactors and bus reactors. Thus, overloaded transformers and transmission lines
are identified, and remedial measure can be designed and implemented. It also provides the
ability of tie lines, area splitting, and contingency analysis.

Any generator station(s) or busbar(s) that exceeds the specified operation limits will be
automatically checked and flagged and then the program will automatically suggest the best
solution to the problem. It also automatically checks whether the system is sub divided into sub
areas or not. If yes, it will find the solution for each area separately. A complete report about the
results and the state of the system (the violated generators, busbars, and transmission lines, the
required modifications to overcome the violations, the names of the areas splitted,...) will be
displayed in working window as well as generating a text file containing all details .

It is important to mention that this program is used by the national control center of the Ministry
of Electricity and its efficiency was tested through applying the data of the two major Iraqi
networks (400kV and 132kV), the program shows very accurate results and provides efficient
notes about the status of the networks.

KEYWORDS: Load flow, tie lines, contingency analysis, Newton —Raphson method, MATLAB
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1. INTRODUCTION

Power flow analysis is the solution for the static
operating condition of a power system [T. Gonen].
It is the most frequently performed of routine power
network calculations in digital computers. Power
flow analysis is used in power system planning,
operational planning, and operations/control. It is
also employed in multiple assessments, stability
analysis, and system optimization [H. E. Brown].

The well-established power flow methods
(Newton-Raphson N-R, Gauss-Seidel, and Fast-
Decoupled) are all based on classical
methodologies of applied mathematics. Classical
computer programs for solving the power flow
based on these methods have been in practical use
for a relatively long number of years. All of these
programs met with strict limitations to power
network size and calculation speed [J.
Mahseredjian]. With the development of object-
oriented programming and operations methodology
new boundaries are being set for power flow
calculations [Bhabani Sankar Hota, G’ oran
Andersson]. This paper presents fundamental
concepts of applying object-oriented programming
algebra to power system modeling of a package for
the purposes of power flow, contingency, and tie
line calculations.

This package is designed to perform a steady state
analysis of a power transmission or distribution
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network. The algorithm consists of an efficient and
robust method based on the recursive solution of a
full N-R AC Load flow. Because of the size and
complexity of the problem much effort has been
devoted to the improvement of convergence,
reliability, accuracy, reduction of computation time
and computer storage requirements.

This paper describes the implementation of N - R
method to solve the load flow, contingency and tie
lines problems using MATLAB software package
all of them in one detailed program. It is
subdivided into three parts; the first part presents
the method used and the implementation of the
algorithm. The second parts deals with the program
structure and facilities. Finally the third part takes
a case study to check the efficiency of the program
with a given results and conclusions.

2. SOLUTION OF THE LOAD FLOW
PROBLEM USING NEWTON-RAPHSON
METHOD

The load flow problem can be solved by the

Newton — Raphson (N-R) method using a set of

nonlinear equations to express the specified real

and reactive power in terms of bus voltages. The
power at bus p is [T. Gonen , YongLi Zhu]:

Pp' JQp = EP ><Ip (1)
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n
= EP XZquEq 2
q=1
Where

Ep=ep+ifp, Ypg= Gpgt+ By

Hence

PP - JQP = (eP - JfP)Z(qu + ijq)(eq + qu) (3)
g=1

Separating the real and imaginary parts:

z{ep(eqcspq Bog) + 1o (F,G, +qupq)}(4)

QP:Z;{fP(eG q pq) eP(fG +eq pq)}5)
g=

The N-R method requires that a set of linear
equations be formed expressing the relationship
between the changes in real and reactive powers
and the components of bus voltages.

Note that P; and Q; are functions of e;, g;, f;, and f;.
For each PQ load bus, P; and Q; can be calculated
from eq. (3), for some estimated values of e and f.
After each iteration, the calculated values of P, and
Qp are compared against the known (or specified)
values of Py and Q. also, for each PV generator
bus, the magnitude of the bus voltage can be
calculated from the estimated values of e and f as

2 2
‘Vp‘ =ep +fp (6)

Then the calculated voltage magnitude is compared
with its specified value. Therefore, the corrected
values for the k™ iteration can be expressed as

AP® —p _p® )
4Q," =Q,-Q,¥ ®)
AR VA VA ©)

The resultant values of AP,% , AQ,® , and A |V, |?
can be used to determine the changes in the real
and imaginary components of the bus voltages.
Since the changes in P, Q, and V2 are related to the
changes in e and f, it is possible to express them in
a general form as:
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6@2 ) agn 8f2 ) of,
Aps? [N S SR Y
: oe, oe, of, of, Aef)
k)
AP Q, .. Q Q . :
AQSR of of of (7f (k)
S C " || 2 [ (10)
o Qpy ... Quy Qua . 6Qm1 Afy
AOma of, n of, s
S I YA Y YA . VA w af
AM“)‘Z oe, - oe, of, -
2 R 2 Y VA GN\
| Oe, oe, of, of,

Where the coefficient matrix is the jacobian and
the 1% bus is the slack bus.

Equations for determining the elements of the
jacobian can be derived from the bus power
equations. The real and reactive power from eq.(4 )
and eq. () is:

QP:f (epGppifPBpp) (fPGPPJrePBPP Z{P P P ‘] Pq) P(quPququPq)}

g#pp=12..,n-1 (11)
PP :ep(eDGPp fP Dp) f (fPGpP +ePBDP +qzl{ P Mo q Pq)+f (quPq +qupq)}
g% p,p=12...n-1 (12)

Differentiating the off-diagonal elements of eq.
(11), and eq. (12) then:

oP,

2o, =epqu+prpq q=p
oP
P ——e,B,q+ .G, q=p
of
oQ
?qp:—epoq—l—prpq q=p
o
Qo =—e,G,,— f,B_, g = p(13)
of,
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Differentiation the diagonal elements of eq. (11),
and eq. (12) then:

6Pp n
=ZepGpp - prpp+prpp + Z(qupq B qupq)
8ep q=1
4=p

6Pp n
—=-¢,B,,+2f G +e,B, + X f,Gpq +€,Bp)
8ep g=1

g=p
an n
e = prpp_ prpp_zepop_ Z(prPq+qupq)

P g=1

g#p

€Qp

n
= epGpp -2 prpp_epGpp t qzi(epqu - qupq)(14)
o -
g#p

The equation for the current at bus p is:

l,=C,+jd, = (G, + 1By, + Jf ) + le(qu + jB,g)(e, + jf,{15)
q:
4#p

Hence
Cp = epGpp B prpp +§(qupq o ququlG)
a=p
n
d,=f,G,, +e,B, +q§(fqepq +e,B,,X17)
a=p

Substituting eg.(16) and eq.(17) in eq.(11) and
eq.(12), then:

Pp =e,C, + fpdp

Q,=f,c,-ed, (18)
and eq. (14) will be:
oP,
Oe =e,G,, + F,B,, +C
o)
oP
afp Z_epop + prpp +dp
o)
oQ
an: —€epB,, + 1,6, _dp
P
oQ
Tp == —epGpp — prpp +C|419)
o)

Given an initial set of bus voltages, the real and
reactive powers are calculated from eq. (18). The
change in power is the difference between the
specified and calculated values:
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k k
APK =P, — P!

k k
A(gp :Qs_Qp

The estimated bus voltages and calculated powers
are used to compute bus currents in order to
evaluate the elements of the jacobian. The linear
set of eq.(10) can be solved for Af, and Ae,,
p=1,2,....n-1, by a direct or iterative methods.
Then, the new estimates for bus voltages are:

p=12,.,n-1
p=12,.,n-1 (20)

k+l
o =

FELNUNT

e (21a)

k k
e, +Ae,
(21b)

The process is repeated until AP, AQ,, and
Al Vp |2 for all buses are within a specified limit.

3. PROBLEM FORMULATION

The Newton-Raphson method is a very powerful
load flow solution technique that incorporates first-
derivative information when computing voltage
updates. Normally, only 3 to 5 iterations are
required to solve the load flow problem, regardless
of system size (It is generally quadratic in
convergence) [Mbuli].

Typically the power flow is formulated to
minimize the production cost and satisfy some
constraints, including entire power flow equations,
generation limits, voltage ranges and line transfer
capability... etc.
The general steps for problem formulation are goes
in the following sequence [M. delimar, lan A.
Hiskens]

1. Inputting the data

2. Converting the transformers (phase—shift
transformers and tap transformers) to their
7 - equivalent.
Performing contingency
(removing transmission lies,
and/or generators) if it is required.
Y-matrix formulation (admittance) for the
area and for each area in case of area
splitting.
Starting the iterative solving algorithm
program (Newton Raphson method).
If the parameters converged within the
specified tolerance then stop the iteration
and print the results else continue with the
iterative method of step 4.

analysis
busbars,
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7. Flagging the generators, that violated their
reactive generation limit and then finding
the correct operating voltage of the
generators that maintain the reactive
generation of the generators within the
limit. This is can be done by converting
the violated P-V busbars to P-Q busbars
and the reactive power demand at these
busbars are set equal to negative of the
violated limit. The program (step 5) is run
again to solve for the voltage magnitude at
these busbars.

Flagging the busbars which violated their
voltage magnitude limit then finding the
required per unit MVAR that have to be
connected at the violated busbars to bring
the voltages back within the limits.
Converting the violated P-Q busbars to P—
V busbars, setting the violated busbars to
the violated voltage limit, does this and the
power generation at these busbars is set
equal to zero. The program (step 5 for
Newton Raphson method) is run again to
solve for the generation reactive powers at
these busbars.

Modifying the system (setting the new
values of voltages for the violated P-V
busbars and adding the MVAR to the
violated P—Q busbars) the program will
run again (step5) and finds the final results
Repeat step 4 for the next area in case of
area splitting.

11. End

The program was written in a structured format. It
asks the user to supply the name of the text file that
contains the input data. The expected output will
be two text files provide a record of all the results
one for the flow results while the other for the bus
results a third text file may be generated if we have
tie lines. The sequence of steps for the load flow
solution is shown in flowchart (see figure 1)

10.

4. PACKAGE STRUCTURE
The package has the following options:

I- Load Flow Analysis

This function starts the execution of the program
without the facilities of contingency and tie line
but with the optional system correction facility.

I1-  Contingency Analysis

This function starts the execution of the program
without the facility of tie line but with the
contingency and the optional system correction
facilities. In this case the outage of branches, buses
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(with all connected lines), and the outage of
generation stations are permissible for the user
through the execution of the program. For the
purpose of planning, control, fault estimation...etc

I11- Tie Line Analysis

This function starts the execution of the program
without the facility of contingency but with the tie
line and the optional system correction facilities.
Large-scale power systems usually consist of
several, or perhaps many, individual electric utility
companies. In these cases, each area may have a
desired net input or output power to satisfy sales
and purchase agreements. The area interchange
feature in a load flow program sums the tie line
lows into each area for a net area power input. If
these nets are not the desired values, to within a
few megawatts, then an area-control generator
within the area is adjusted by the error amount.
The sum of all input powers for all areas must, of
course, be zero [De Oliveira].

5. PACKAGE FACILITIES
Some of the important facilities of the package are

a) Input Data File
Is a text file, which contains detailed information
about the network to be solved (buses, branches,
capacitors, reactors, tap changers (for all types of
transformers), cables).

b) Voltage and VAR Compensation

This paper looks at the problem of placing Static
VAR Compensators (SVC) to provide maximum
transfer capability for all possible generation
mixes. The margin to low voltage limit is one of
the quantities used to determine power system
transfer capability. A fast method for finding the
location of SVC systems that will have the greatest
impact on the low voltage margin is used.

The program asks the user whether he wants the
program automatically diagnose the network
violations after convergence to the solution within
the specified tolerance or not, if yes, it will check
and flag any violation in busbars voltages (in case
of load busbars) and generators reactive power (in
case of generator busbars), after that it will
automatically fix them and gives the best solution
to the problem then repeat solving of the network
with the suggested modification without clearing
the previous (actual) results.
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c) Splitting (Self Insertion)

This software is designed to automatically identify
the electrical island and nodal connectivity of a
network. It checks the network whether it is
subdivided into areas or not and tell the user if yes
with the display of the names of each area busbars,
then tell the program to run each area alone with
the monitoring of each area selected slack busbare.

d) Multi Area

The software takes into consideration the case of
tie lines and the problem of power transfer between
countries.

e) Output Reports

The output results consists of two reports (three in
case of tie line) one for bus results showing
generated and/or consumed power at each busbare,
also shows the removed buses or transmission lines
in case of contingency analysis and the results of
each area in case of area splitting all of these
information are shown before and after
modification (compensation) in case of voltage or
Q violation. The second report for the flow results
showing the power flow and losses in the
transmission lines, also shows and flag the
overloaded transmission lines (lines that exceed the
rated MV A of the line), all of these information are
shown before  and  after  modification
(compensation) in case of voltage or Q violation.
The third report is automatically generated in case
of multi area (tie line), which contains information
about the required modification on the areas
regulating generators in order to give the specified
power transfer.

f)  User Error Detection

When the user inputs any invalid, or out of range
data the program flags theses errors for example, in
contingency analysis, when the user try to remove
a branch and he enters the sending and receiving
buses of not found branch, the program will flag
this entrance error, also when the user try to
remove a generation station, or part of the
generation, the program display an error message
when the entered busbare identifier is not generator
busbare or when the required amount of generation
is out of the generation capability, and so on.

g) Visual Display

The package provide a visual link with the user, for
example, figure 2 shows the main menu of choices
which appear for the user when he starts the
execution of the program, clicking any one of these
three choices will make the package execute the
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corresponding program, when the user clicks
"CONTINGENCY" bottom, another menu will
appear (figure 3) asking him to choose which type
of contingency he wants to done, if he clicks
"REMOVING BUSBARS" for example, a third
menu will appear (figure 4) asking him to enter the
number of busbars he wants to remove, and so on.

6. CASE STUDY

To demonstrate the application of power for
analyzing the performance of a power system, a
15-bus test system is considered [M. Kezunovic].
The one-line diagram of the test system is shown
in figure 5. The system power base used is 100
MVA, and the voltage bases are selected to match
the nominal voltages in various parts of the system.
The input data file are provided in figure 6 in
which transformer data of fixed-tap, which is set at
100%, and the percent resistances and reactances
given are based on the device ratings, the system
load data, and the system generator data are shown
also. The generators at buses 1 and 4 represent in-
feeds from the neighboring power system that is
charged with the bulk-power generation and
transmission in the region. The South generator is
connected to bus 1, which is chosen as slack bus.

The transmission line parameters are calculated
and converted to per unit based on the chosen
bases. The transformer impedances are also
automatically converted to per unit based on
system bases. The load data and generator data are,
likewise, automatically converted to system bases.
The system input bus data are given in which a
"flat voltage" start is assumed; that is, the voltage
phase angle at each bus is set equal to zero, while
the voltage magnitude at each load bus is set equal
to 1.0 per unit. The voltage at each generator bus is
held at the specified value provided the generator
reactive power stays within specified minimum
and maximum limits.

The test system was analyzed using the software
package. A converged solution was reached in 3
iterations. The bus data from the converged
solution are shown in figure 7. Figure 8 shows
another results when bus 12 is removed through
the application of contingency analysis program.

7. RESULTS

The program flagged the West generator as having
violated its reactive generation limit. As can be
seen from figure 6, the reactive power generated
by the West generator is 1.18 per unit, exceeding
its upper limit of 0.9 per unit. This means that the
specified voltage at bus 13 is too high, and the
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generator cannot maintain it at this level. To find
the correct operating voltage of the generator, the
P-V bus 13 is automatically (if we choose the
correction facility of the package) converted to a P-
Q bus and the reactive power demand at this bus is
set equal to the negative of the violated limit Qg™
or — 0.90 per unit. The program was run again to
solve for the voltage magnitude at this bus. It was

found to be 1.00 per unit.

The program also automatically checks all bus
voltages and flags those that are less than 0.95 per
unit or higher than 1.05 per unit. The voltages at
load buses 14 and 15 are 0.935 and 0.922 per unit,
respectively, which are both less than the minimum
allowable level of 0.95 per unit. These P-Q buses
are converted to P-V buses, with their power
generations set equal to zero. The voltage
magnitudes are set equal to the violated limit V
min, or 0.95 per unit. The program is run again to
find the generator reactive powers at buses 14 and
15. These are equal to the per-unit MVAR of the
capacitors that have to be connected at the two
buses to bring the voltages back within limits.
These are 0.116 per unit and 0.139 per unit for
buses 14 and 15, respectively.

Finally, with the generator voltage at bus 13 set to
1.00 per unit and capacitors of 0.116 and 0.139 per
unit MVAR connected to buses 14 and 15,
respectively, the program was run again. The final
bus results are presented in figure 7 also. It may be
noted that all previous constraint violations have
been resolved. Another set of results (not shown in
this paper) is available considering the power flow
and losses through the transmission lines before
and after correction of the system.

Figure 8 shows the results when we remove bus 12
from the network (see figure 5). The results show
that due to the removal of this bus (with all its
connections): bus 13 is disconnected from the
circuit and hence removed from the analysis of the
system (because it has no effect on the system)
also the results show that the system is divided into
two areas, the first one with first 11 buses and the
second with two buses (14, 15). Here, the
contingency analysis is performed without the
facility of correction. Also there is another set of
results (not shown in this paper) that show the
power flow and losses through the transmission
lines also shows the removed busbars.
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8. CONCLUSION

In this paper effective power system operation
requires power system engineers and operators to
analyze vast amounts of information. In systems
containing thousands of buses, a key challenge is
to present this data in a form such that the user can
assess the state of the system in an intuitive and
quick manner. This is particularly true when trying
to analyze relationships between actual network
power flows, the scheduled power flows, and the
capacity of the transmission system. With
restructuring and the move towards having a single
entity, such as an independent system operator or
pool, operate a much larger system; this need has
become more acute. This paper presents power
system visualization technique to help in this task.

One contribution of the paper is introducing an
efficient power flow model; obviously much
computing time is saved. By observation, the time
of computing the whole program running time. The
efficiency is shown by comparison with a
MATLAB based programming. The developed
program based on Newton method is promising to
be used to solve the load flow problem of large
size practical power system because of its high
efficiency in  modeling power system and
computing the Jacobian of power flows.
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Figure 1 Flow chart of Newton — Raphson method
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Figure 3 Contingency Main Menu
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how many buzbarz  do you want ta remove

Figure 4 Contingency Analysis — Removing Busbars Main Menu
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Figure 5 The One-Line Diagram of the Test System
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MISMATCH VALUE 1e-5
NUMBER OF NODES 15

MVA BASE 100

BRANCH DATA

SEND. NAME REC. NAME RL(P.U) XL(P.U) GL B(P.U) REAC.(P.U) REF.TO LIMIT

1 MICE 2 BASD 0.01 0.0528 0 01119 0 0 3
1 MICE 3 SENO  0.0233 01232 0 0.2611 0 0 3
1 MICE 6 LASS 0.0083 0.044 0 0.0933 0 0 3
2 BASD 3 RICE 0.0133 0.0704 0 0.1492 0 0 3
3 RICE 4 DIES 0.01 0.0528 0 0.1119 0 0 3
4 DIES 5 YORK  0.0066 0.0352 0 0.0746 0 0 3
7 TYRO 11 BRAZ  0.0277 0.1518 0 0.0271 0 0 3
8 YORB 9 SIDE 0.0332 0.1822 0 0.0325 0 0 3
8 YORB 11 NERO  0.0222 0.1214 0 0.0217 0 0 3
9 SIDE 10  DLHI 0.0277 0.1518 0 0.0217 0 0 3
10 DLHI 11 BRAZ  0.0277 0.1518 0 0.0217 0 0 3
10 DLHI 12 FORT  0.0222 0.1214 0 0.0217 0 0 3
11 BRAZ 12 FORT  0.0166 0.0911 0 0.0163 0 0 3
12 FORT 14 RICH 0.0222 0.1214 0 0.0217 0 0 3
14 RICH 15 HERO  0.0166 0.0911 0 0.0163 0 0 3
0 0 0 0 0 0 0 0 0 0 0

TAB-TRANSFORMER DATA
SEND. NAME REC. NAME RL(P.U) XL(P.U) TAPPOSN

2 BASD 8 YORB  .0025 .03 0
3 RICE 9 SIDE  .0025 .03 0
5 YORK 10 DLHI  .0025 .03 0
6 LASS 7 TYRO .002 .05 0
12 FORT 13 TETO .0033 .0333 0
0 0 0 0 0 0 0

PHASE-SHIFT-TRANSFORMER DATA
SEND. NAME REC. NAME RL(P.U) XL(P.U) REAL-TABPOSN  IMAG-TAB POSN
0 0 0 0 0 0 0 0
SLACK NODE NUMBER
1

TIE LINES IDENTIFIERS
THE NO.OF AREAS IS 1
NOW YOU WILL ENTER THE TIE LINES CONNECTIONS AREAS
SEND. AREA REC.AREA SEN.BUS REC.BUS TIELINER(P.U) TIELINEX(P.U) B(P.U)

0 0 0 0 0 0 0
AREANO. AREADATAFILES SPEC.POWER REG.GEN.NO NO.OF TIELINES TIE LINES AREA BUSBARES

0 0 0 0 0 0
SPECIFIED NODE VALUES
-FOR THE NONINTERESTING VARIABLE PUT ZERO (0')
-IF THE NODE IS A LOAD FILL PS AND QS
-IF THE NODE IS GENERATOR FILL PS, VS, QMIN, QMAX
-IF THE NODE IS A SLACK FILL VS
-IF THE NODE IS A GENERATOR AND LOAD FILL PS, VS, QMIN AND QMAX FOR
THE GENERATOR AND QS AND PL FOR THE LOAD
BUSNo. NAME BUS REC PL QL VS(MAG. VS(DEG) QMIN QMAX PG VMIN VMAX VOLTRAT

1 MICE 0 0 0 1.025 0 0 0 0 .95 1.05 230
2 BASD 0 0 0 1.00 0 0 0 0 .95 1.05 230
3 RICE 0 0 0 1.0 0 0 0 0 .95 1.05 230
4 DIES 0 0 0 1.025 0 -50 110 170 .95 1.05 230
5 YORK 0 0 0 1.0 0 0 0 0 .95 1.05 230
6 LASS 0 0 0 1.0 0 0 0 0 .95 1.05 230
7 TYRO 0 -25 10 1.0 0 0 0 0 .95 1.05 115
8 YORB 0 -40  -20 1.0 0 0 0 0 .95 1.05 115
9 SIDE 0 -18  -10 1.0 0 0 0 0 .95 1.05 115
10 DLHI 0 -130 -40 1.0 0 0 0 0 .95 1.05 115
11 BRAZ 0 -160 -50 1.0 0 0 0 0 .95 1.05 115
12 FORT 0 -100 -30 1.0 0 0 0 0 .95 1.05 115
13 TETO 0 0 0 1.035 0 0 90 120 .95 1.05 13.8
14 RICH 0 -50 -20 1.0 0 0 0 0 .95 1.05 115
15 HERO 0 -24  -10 1.0 0 0 0 0 .95 1.05 115
SLACK NODE VOLTAGE

Figure 6 The Input Data File
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LOAD FLOW BUS RESULTS
Name |V| angle(deg) PG(MW) QG(MVAR) PL(MW) QL(MVAR)
MICE 235.75 0 269.79 7.981762 0 0
BASD 232.0589 -3.45218 0 0 0 0
RICE  233.9404 -3.68012 0 0 0 0
DIES 235.75 -3.32457 170 45.29895 0 0
YORK 230.3821 -6.22112 0 0 0 0
LASS 231.9283 -2.22981 0 0 0 0
TYRO  114.553 -4.91011 0 0 -25 -10
YORB 114.7307 -5.37925 0 0 -40 -20
SIDE  116.0614 -4.84473 0 0 -18 -10
DLHI  113.5732 -8.83897 0 0 -130 -40
BRAZ 111.2444 -11.05 0 0 -160 -50
FORT 114.2713 -12.0872 0 0 -100 -30
TETO 14.283 -10.0784 120 118.4851 0 0
RICH 107.55 -17.2546 0 0 -50 -20
HERO 105.9646 -18.6057 0 0 -24 -10
TOTAL 559.79 171.7658 -547 -190
THE TOTAL AMOUNT OF SERIES LOSSES ARE  12.79-84.1853i
THE TOTAL AMOUNT OF SHUNT LOSSES ARE  0+102.4194i
AFTER CORRECTION
Name |V| angle(deg) PG(MW) QG(MVAR PL(MW) QL(MVAR)
MICE 235.75 0 269.3793 16.9437 0 0
BASD 231.6016 -3.43308 0 0 0 0
RICE  233.6063 -3.66511 0 0 0 0
DIES 235.75 -3.32051 170 58.0137 0 0
YORK 229.5934 -6.18764 0 0 0 0
LASS 231.542 -2.21096 0 0 0 0
TYRO 114.1388 -4.89541 0 0 -25 -10
YORB 114.3458 -5.36219 0 0 -40 -20
SIDE  115.7861 -4.82979 0 0 -18 -10
DLHI  112.8418 -8.81411 0 0 -130 -40
BRAZ 110.1602 -11.0374 0 0 -160 -50
FORT 112.1323 -11.9881 0 0 -100 -30
TETO 13.81438 -9.77439 120 68.3924 0 0
RICH 109.25 -17.5274 0 0 -50 -20
HERO  109.25 -18.965 0 0 -24 -10
TOTAL 559.3793 143.3498 -547 -190
THE TOTAL AMOUNT OF SERIES LOSSES ARE  12.3793-81.0811i
THE TOTAL AMOUNT OF SHUNT LOSSES ARE  0+102.0755i
The added MVVAR should be
0.117063 at bus 14
0.139495 at bus 15

Figure 7 The Resulting Bus Data from the Converged Solution
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DUE TO THE REMOVING OF THE SELECTED BUSBARS

ANOTHER BUSBAR(s) IS (are) DISCONNECTED HENCE REMOVED THESE ARE
'HERO'

THE SYSTEM IS SUBDIVIDED INTO AREAS

THIS AREA CONSISTS OF

MICE

BASD

RICE

DIES

YORK

LASS

TYRO

YORB

SIDE

DLHI

BRAZ

LOAD FLOW BUS RESULTS

Name |V| angle(deg) PG(MW) QG(MVAR) PL(MW) QL(MVAR)
MICE 235.75 0 210.4013 28.3677 0 0
BASD 231.4482 -2.6089 0 0 0 0
RICE  233.6047 -2.3528 0 0 0 0
DIES 235.75 -1.3833 170.0001 55.6411 0 0
YORK 229.7209 -3.8337 0 0 0 0
LASS  231.3491 -1.8783 0 0 0 0
TYRO 113.7655 -4.2004 0 0 -25 -10
YORB 114.0739 -4.284 0 0 -40 -20
SIDE 115.7493 -3.3494 0 0 -18 -10
DLHI 112.8215 -6.0956 0 0 -130 -40
BRAZ 108.9442 -9.147 0 0 -160 -50
TOTAL 380.4014 84.0088 -373 -130

THE TOTAL AMOUNT OF SERIES LOSSES ARE  6.34032-34.1718i
THE TOTAL AMOUNT OF SHUNT LOSSES ARE  0+94.8781i

THIS AREA HAS NO GENERATION STATIONS SO IT CAN NOT BE ANALYZED
RICH
HERO

Figure 8 Resulting Bus Data when Bus 12 is Removed Through the Application of
Contingency Analysis Program
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Hydrogenation of Nitrobenzene in Trickle Bed Reactor over Ni/Sio,
Catalyst

Majid 1. Abdulwahab
Chemical Engineering Department
College of Engineering
University of Baghdad
E-mail: majid.abdulwahab@yahoo.co.uk

ABSTRACT

Trickle bed reactor was used to study the hydrogenation of nitrobenzene over Ni/SiO, catalyst. The catalyst
was prepared using the Highly Dispersed Catalyst (HDC) technique. Porous silica particles (capped
cylinders, 6x5.5 mm) were used as catalyst support. The catalyst was characterized by TPR, BET surface
area and pore volume, X-ray diffraction, and Raman Spectra. The trickle bed reactor was packed with
catalyst and diluted with fine glass beads in order to decrease the external effects such as mass transfer, heat
transfer and wall effect. The catalyst bed dilution was found to double the liquid holdup, which increased the
catalyst wetting and hence, the gas-liquid mass transfer rate. The main product of the hydrogenation reaction
of nitrobenzene was aniline. Reaction operating conditions, i.e., temperature, liquid flow rate, and initial feed
concentration were investigated to find their influences on the conversion and rate of nitrobenzene
hydrogenation. Under normal conditions without bed dilution, the system was mass transfer controlled. In
the diluted reactor, on the other hand, the resistance of mass transfer was nearly absent and the system
became under surface kinetic control. The catalyst showed significant deactivation during the reaction period
due to the adsorption of intermediate amine products on the surface of the catalyst. The kinetic study
revealed that the reaction is zero order with respect to nitrobenzene concentration for the range of
concentration between 0.58 to 1.17 mol/L while it was of positive order for the initial concentration less than
0.58 mol/L.

KEY WORDS: Hydrogenation, Trickle Bed, Nitrobenzene, Bed Dilution, Highly Dispersed Catalyst
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1. INTRODUCTION

The catalytic hydrogenation of substituted
aromatic compounds in the liquid phase is
important in many processes and industries.
Hydrogenation of nitrobenzene is used to produce
aniline which is one of the most important
chemicals and intermediates in the production of
pharmaceuticals, dyes, pigments, and pesticides
(Wang, et al., 2010). The majority of the reactors
used to carry out this process are batch stirred
reactors due to their simplicity and flexibility
especially when used for small scale production.
For the large scale production of some specific
chemicals such as that used in fine chemicals
industry, the trickle bed reactor is one of the
suitable options due to its better selectivity control
of the desired product, with no moving parts, and
no need for the catalyst filtration (Hindle, et al,
2008). On the other hand, batch reactors can be
effectively used to measure the kinetics with
stable catalytic activity which is not affected by
heat or mass transfer and axial dispersion.
However, when the activity of catalyst gradually
changes, the reaction process and the catalyst
deactivation cannot be separated in batch-wise
experiments. In such a case, trickle bed flow-type
reactors are widely wused for the Kinetic
measurements (Hiroshi, et al., 1999).

The problem with using trickle bed reactor for
investigating the kinetics of reaction is that the
superficial velocities in the lab-scale trickle bed
reactor (TBR) are considerably lower than that of
the industrial scale TBR, although the space
velocities are in the same order which results in
reduced catalyst wetting. Furthermore, the lab-
scale TBR suffered of wall effect due to the small
value of the bed to catalyst pellets ratio which
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gives rise to incorrect kinetic data. This problem
can be resolved by diluting the catalyst bed with
fine inert particles. The dilution reduces axial
dispersion substantially to the extent where plug
flow can be established and much higher liquid
hold-up improves the wetting contact efficiency at
lower velocities of gas and liquid.

In the present work, the hydrogenation of
nitrobenzene was carried out over Ni/SiO, catalyst
in a trickle bed reactor. In this process, the
aromatic nitro-group is reacted with three mole
equivalents of hydrogen gas, in the presence of
the catalyst, to produce the amine and water. This
hydrogenation is usually carried out under
relatively mild conditions and produces a low
level of by-products and impurities (Qing, et al.,
1997). The hydrogenation of nitrobenzene occurs
rapidly over most metals and is often employed as
a reference reaction to compare the activity of
other hydrogenation catalysts and of new reactor
systems (Hatziantoniou, et al., 1986).

Thermodynamically, the nitro group is one of the
most easily performed of all functional group
hydrogenations (Augustine, et al., 1976). The
following thermodynamic data were evaluated for
the hydrogenation of the nitrobenzene; the
apparent activation energy is in the range of 12-
104 kJ/mol, the estimated value of the equilibrium
constant is about 1600 at standard temperature
and pressure and indicates that reaction may be
considered totally irreversible for all practical
purposes. The reaction is exothermic with heat of
reaction of 500 kJ/mol (Gelder, 2005). This
means that dissipation of the exothermic heat of
the reaction is very important in controlling the
temperature during the hydrogenation reaction.
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There have been many studies on the kinetics of
the hydrogenation of nitrobenzene (Gelder,
2005, Holler, 2000), the majority of which were
in the liquid phase carried out in batch-type
reactors with a variety of kinetic proposals have
been put forward. As expected from a
hydrogenation reaction, a first order dependence
on hydrogen concentration was widely reported.
On the other hand, wide variations in the reaction
order with respect to the nitrobenzene
concentration have been reported in literature
(Hatziantoniou, et al., 1986, Li, et al., 1994,
Collins, et al., 1982). Like the hydrogen order,
the wvalue for nitrobenzene appears to be
influenced by a high number of factors. Zero
order reactions with respect to nitrobenzene, at
different initial concentrations of nitrobenzene
have been reported. (mostly greater than 0.1
mol/L). Holler, et al., 2000 stated a zero order
reaction dependence at high nitrobenzene
concentrations (greater than 0.1 mol/L), whereas,
a first order reaction dependence when the
nitrobenzene concentration was low. Conversly,
Metcalfe and Rowden found that at concentrations
below 0.15 mol/L the reaction proceeded with a
zero oder dependence on the nitrobenzene
concentration (Metcalfe, et al., 1971). As with
hydrogen, the order of reaction with respect to
nitrobenzene is variable and appears to be
sensitive to the specfic reaction conditions.

In the present work, it was aimed to study the
performance of the trickle bed reactor when used
for hydrogenation of nitrobenzene. The reactor
bed dilution with fine inert particles was studied
as a technique that can increase the liquid hold up
in the bed which will has a useful effect in
increasing the wetting efficiency of the catalyst
particles in this type of reactors which are
normally working at low liquid velocities. Nickel
catalyst supported on silica particles were
synthesised using HDC (Highly Dispersed
Catalyst) preparation technigue (Nele, et al, 1999,
Martin Lok, et al., 2004). In the HDC method, the
metals are precipitated from solution (precursor)
onto the support in a similar way to the
deposition-precipitation methods. The conversion
of nitrobenzene, the effect of mass transfer, and
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kinetics of the hydrogenation reaction were

studied.

2. EXPERIMENTAL WORK

2.1 Preparation of nickel catalyst by HDC
technique

The first step in preparation Ni/SiO, catalyst was
the preparation of nickel hexamine solution. All
materials, the ammonium carbonate chip, nickel
hydroxy carbonate were purchased from Aldrich.
The demineralised water was obtained from an
internal supply. Calculated amounts of ammonia
solution, water, ammonium carbonate chips and
nickel hydroxycarbonate were used to prepare
2.5% of the hexamine solution. 25% ammonia

solution  (Sigma-Aldrich) was added to
demineralised water in a 5 L conical flask with
constant stirring by a magnetic stirrer.

Ammonium carbonate chips were added to the
solution with stirring. The solution was left until
all the ammonium carbonate chips were dissolved.
A certain amount of nickel hydroxyl carbonate
(BDH) were divided into small portions, each
portion was added to the above solution with
constant mixing. After each addition, the solution
was left for 45 minutes at constant stirring. The
reaction was considered to complete when the
solution colour changed from green to blue. When
all carbonate dissolved, the solution was left
overnight under constant stirring, and then
filtered. The reaction of HDC catalyst preparation
is:

NiCO, +6NH  (ag) — [Ni(NH,),]* + CO;”

Green Blue

Calculated amount of the prepared hexamine
solution was used with AEROSIL-200 silica
pellets (capped cylinders of 6 Xx 55 mm
dimensions) manufactured by Degussa, to prepare
Ni catalyst of approximately 20% loading of
nickel. The preparation was carried out ina 5 L
rotating flask device (BUCHI Rotavapor R-114)
equipped with water condenser and connected to
vacuum device (BUCHI Vac V-511). The solution
and support were put together in the flask. The
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flask with its content was allowed to rotate inside
a controlled-temperature water bath (BUCHI
Water bath B-480) at a rate of 250 rpm. The
temperature was set at 30 °C to let slow
evaporation under vacuum. The reaction mixture
was refluxed until all ammonia had been distilled
off and metal deposition on silica was complete.
This was visible by the change in the colour of the
solution from blue to green. The pH of the
reaction mixture was monitored throughout the
course of the reaction and following full
deposition using a pH meter (Hanna Instrument-
USA). The pH value decreased from 10.5 at the
beginning of the process to 7.8 at the end. Reflux
was continued for 15 minutes to age the reaction
mixture. The product solution with coloured silica
pellets was filtered via Buckner flask and washed
with demineralised water many times, left for 30
minutes in air and then put in an oven with 110 °C
temperature overnight to dry the catalyst pellets.

2.2 Characterisation of the catalyst

Temperature programmed reduction (TPR) of the
newly synthesised HDC catalyst was performed to
find the most efficient reduction conditions. This
was measured using 0.1 g of catalyst in a
Quantachrome Corporation TPR/TPD with 5% H,
in N, as a reducing gas mixture and a linear
heating rate of 5 deg/min over a temperature range
of 293 to 1373 K.

The BET surface area and the pore volume of the
prepared catalyst were measured in a
Micromeritics ASAP 2400 gas adsorption
analyser. The catalyst was outgased at 413 K in
flowing nitrogen for one hour prior to the nitrogen
absorption experiment at 77 K. Nitrogen
adsorption and desorption isotherms were
collected and used to derive the BET surface area,
which quantifies the entire surface area of the
catalyst, including the metal and the porous
support material. The pore volume of each
catalyst was also measured using a relative
pressure of 0.98 on the desorption branch. The
average pore diameter was also calculated using
this method. Table 1 shows the measurement
results.
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The UV-Vis Spectra analysis of the silica-
supported catalyst was performed using a Varian
Cary 500 scan UV-Vis-NIR spectrophotometer.
Samples were run over a 200-1000 nm range with
a scan rate of 200 nm/min and a resolution of 2
nm.  Catalyst sample were ground for the
suitability of the analysis.

Raman spectra analysis was performed on a
LABRAM HR Raman spectrophotometer
(HORIBA JOBIN YVON) using a green laser
(532 nm, solid state, 10 mW). A range of 0-4000
cm* was taken for the sample.

To investigate the crystallographic properties of
the catalyst, X-ray diffraction (XRD) spectra of
the catalyst were performed in a SIEMENS D
5000 X-ray diffractometer. Diffraction data were
recorded using a continuous scanning starting at
5° and ending at 85° at a rate of 0.02°/s and a step
of 0.02°.

2.3 Trickle bed reactor

The trickle bed reactor was a glass tube of 2.2 cm
inner diameter and 35 cm height. The liquid was
pumped to the reactor where a shower head
distributor (6 tubes,1 mm inner diameter each)
was employed at the exit of the fluid stream
allowing a more dispersed fluid distribution over
the catalyst. The liquid flow rate was controlled
by HPLC pump (Gilson-307, flow rate 0-10
cm®/min). The gas flow rate was controlled by a
mass flow controller (Brooks, Model 5850,
maximum pressure 100 bar, flow rate 0-100
cm*/min) connected to a gas flow monitor
(BROSE, Model 5878). Hydrogen and nitrogen
were both available as gas feed when required.
The bed temperature was controlled using a
hollow cylindrical furnace (WATLOW 425 W)
fitted around the reactor wall and connected to a
temperature controller (WEST 4400), accuracy +1
K. Two thermocouples were used; the first was
fitted inside the catalytic bed through a specially
designed capillary glass tube, while the other
thermocouple was fitted at the outside of the
reactor wall at half length of the catalyst bed. Fig.
1 shows the experimental rig of the hydrogenation
experiments.
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2.4 Experimental procedure

Hydrodynamic experiments were carried out at
first to investigate the effect of diluting the
catalytic bed on the liquid holdup in the bed.
Glass beads (0.5-1.0 mm diameter) were used as
fine particles. The void fractions were found by a
measuring cylinder. The value of void fraction
was 0.45 for the packed bed with coarse silica
particles and 0.23 for the packed bed diluted with
fines. Therefore, the void fraction in the diluted
bed was nearly half of that in the undiluted bed.
The packing technique of Al-Dahhan et al., 1995,
was adopted for diluting the catalytic bed. 10 g of
silica particles (catalyst support) were divided into
5 portions. The first portion of the coarse particles
was loaded to the reactor with vibration. Then,
fine glass bead particles were loaded gently with
vibrating until the fine particles covered the top
layer of coarse particles. This procedure was
repeated for all portions. Liquid hold up was
measured by quick closing of valves. Decalin
solvent and nitrogen gas were used as liquid and
gas, respectively. The gas and liquid were let to
flow to the reactor and after the steady state
conditions were achieved, the inlet and outlet
valves were quickly closed. Then, the volume of
liquid drained from the reactor was measured.
Experiments were carried at room temperature
and atmospheric pressure and for different values
of liquid flow rate.

The hydrogenation of nitrobenzene experiments
were carried out at different temperatures, liquid
flow rates, and nitrobenzene feed concentrations.
Table 2 shows the values of the experimental
variables used in hydrogenation experiments. 10 g
of catalyst was packed with glass beads in the bed.
The catalyst was reduced in a flow of 15 cm®min
of hydrogen gas according to the appropriate
heating program pre-determined TPR data. The
temperature ramped from 303 K to 723 K at a rate
of 2K/min, holding at this temperature for 8 h, and
then decreased to the required reaction
temperature. The catalyst was then treated in
hydrogen at a flow rate of 20 cm*min at room
temperature for 30 minutes. The hydrogen flow
was then set to the required value and a flow of
methanol solvent (2 cm®min) was introduced for
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10 minutes to wet the catalyst bed before the flow
was switched to the feed solution of nitrobenzene
in methanol at the required flow rate. After the
steady state condition was achieved, samples (2.5
cm®) were collected and analysed.

The analysis of samples were performed using gas
chromatography (FOCUS GC-Thermo Finnigan)
fitted with a VF-5ms, 25 m capillary column.
Throughout all sample analysis, the GC operating
conditions were held constant. The injector
temperature was set at 513 K. The column oven
was initially kept at 353 K and was ramped to 493
K at a rate of 15 K/min and then held at 493 K for
10 minutes. Calibrations were carried out for
nitrobenzene, aniline, and nitrozobenzene.
Standard solutions for each of the components
were made-up and a series of dilutions performed
to obtain a series of solutions of known
concentration.

3. RESULTS AND DISCUSSION

3.1 Change of pH during HDC catalyst
preparation

The pH of the metal solutions was monitored
throughout preparation of the HDC catalyst. The
depositions were carried out under high pH
conditions to facilitate a strong interaction
between the positive nickel metal ions and the
negatively charged alumina support material.
Figure 2 shows how the pH altered during
preparation of the catalyst. The pH decreased
fairly rapidly over the first 0-30 minutes of the
deposition process as the ammonia was distilled
off and then levelled off during the rest of the
procedure after complete removal of the ammonia
had occurred.

Although the HDC method of catalyst preparation
has been used extensively in industry to prepare a
range of commercial products, the majority of
research into the technique and resultant catalysts
has focused upon the precipitation of one metal
ion from solution. The pH profile measured
during synthesis of the catalyst (Fig. 2) showed a
decrease in pH throughout reaction and was found
to stabilize between at 8.5-7.7 indicating that
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ammonia was being totally removed from solution
by the distillation process and was not retained by
the metal used.

3.2 Catalyst characterization

The Temperature Programmed Reduction profile
of the catalyst was measured. The results showed
that the initial and final temperatures were 360 °C
and 880 °C respectively. The profile displayed one
main reduction peak at 530 °C. This has been
attributed to the reduction of the metal +2 ion
down to the zero valent state, which is consistent
with previous findings on similar catalyst systems
published in the literature (Hoffer, et al., 2000).

Elemental weight analysis of the HDC catalyst
was employed to confirm that the preparation had
been performed successfully and that the
precipitated metals were present in the intended
guantities. The estimated nickel loaded on the
silica support was 18.2%.

XRD tests showed that all the unreduced catalyst
is amorphous and the reduced catalysts gave
poorly crystalline nickel-containing phase on
catalysts. The XRD patterns of reduced samples
are displayed in Fig. 3 which shows the XRD
patterns for both silica and nickel-silica
combination. The nearer matching of the catalyst

structure is crystalline phase of Ni,SiO,4
(Liebenbergite).
Raman spectrum was collected for Ni/SiO;

catalyst and compared with reference spectrum.
The spectrum of silica support displayed a strong,
sharp signal at around 500 cm-1 that was also
clearly visible in the Raman spectra of the
prepared catalyst. The Raman spectrum of the 20
% Ni catalyst was compared to the spectra of its
metal oxides. Fig. 4 shows the Raman Spectra for
silica particles and Ni/SiO, catalyst particles. The
spectra of the silica support displayed a strong,
signal at around 450 cm™ that was clearly visible
in the Raman spectrum of the catalyst.

3.2 Liquid holdup

Figure 5 shows the effect of liquid velocity on the
liquid holdup for three kinds of beds; the
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undiluted, diluted, and fine beds. The liquid
holdup for the diluted bed packed with glass beads
was higher than the holdup of the undiluted one
and less than the holdup of beds packed with fine
particles only. It is clear that diluting the coarse
catalyst particles with inert fine glass beads will
increase the liquid holdup by a factor two.

3.3 Hydrogenation of Nitrobenzene

The prepared Ni/SiO, was used for the
hydrogenation of nitrobenzene in the diluted
trickle bed reactor. Nitrobenzene (NB) was used
as the inlet feed using methanol as solvent.
Nitrobenzene and aniline were the only
components visible on the GC chromatograms
along with low levels of azobenzene (less than 1
% of the sample composition) were also detected
in most of the reaction samples. Samples were
collected from the reactor outlet at selected time
intervals and analyzed. Each sample was analyzed
using GC to identify and quantify each
component. In all reactions performed, over the
range of experimental conditions, a constant
decrease in the nitrobenzene conversion was
observed throughout the reaction which indicates
a catalyst deactivation due to the adsorption of the
intermediates and/or product aniline on the
catalyst surface. During the early stages of
hydrogenation, delays in the time the feed took to
pass over the catalyst bed were sometimes
experienced; leading to varying volumes of
sample collected each interval, often much lower
than expected. Towards the end of each catalytic
run, the volume of sample obtained began to
increase towards that expected from inlet rate and
become more stable suggesting a more consistent
performance could have been achieved if the
reactions were left for a longer period of time.
However, the catalyst displayed a loss in catalytic
activity throughout the duration of the experiment
and sampling was required in the early stages to
ensure the reaction was monitored when the
catalysts were most active. The reaction profile
for typical initial concentration of nitrobenzene
(0.5836 mol/L) and temperature of 323 K for
different liquid feed flow rates is shown in Fig. 6.
It can be shown a maximum of 19 % conversion
of nitrobenzene to aniline in the exit samples after



Number 10

1 hour reaction time. The activity then dropped
off as the reaction progressed until about 13 % of
the feed steam was composed of aniline after 10
hours.

When comparing with the previous works
conducted on the same reaction using nickel
catalyst prepared by wet impregnation method
(Nele, et al, 1999), it is evident from the
experimental results that the prepared HDC
catalyst displayed less activity compared to
catalysts prepared by wet impregnation method.
The catalyst prepared appeared to be unsuitable
for use as hydrogenation catalysts, with low
percentages of aniline present in the exit streams.
However, it should be noted that the large
quantities of unreacted nitrobenzene exiting the
reactor made detection of the products more
difficult and exaggerated the poor activity of the
catalysts. Examination of the reaction rates
determined from these data shows that the levels
of activity, although not approaching the precious
metal catalysts, are not of an unreasonable level.

Three nitrobenzene initial concentrations (0.2926,
0.5853, and 1.1706 mol/L) were used to examine
the dependence of the reaction rate on the
nitrobenzene concentration at a temperature of
323 K. Experimental determination of the reaction
order with respect to nitrobenzene, (Fig. 7), has
revealed that at nitrobenzene concentration of
0.5853 and 1.1706 mol/L, the reaction appeared to
be zero order with respect to nitrobenzene. Below
this value (0.2926 mol/L), the reaction shifted to a
ppositive order as the aniline amount decreased
with the decrease in nitrobenzene concentration. If
the adsorption of hydrogen is assumed to be the
rate determining step in the nitrobenzene
hydrogenation reaction (Gelder, 2005, Yao, et al.,
1962), the shifting order can be explained with
respect to the surface coverage of the catalyst. At
low concentration of nitrobenzene, adsorption
sites across the silica support become available for
both hydrogen and nitrobenzene. This could
affect an increase in the reaction rate by holding
more nitrobenzene molecules adsorption on the
catalyst. However, at high concentrations,
nitrobenzene would be expected to saturate the
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surface of the metal and support and inhibiting the
further hydrogen adsorption.

To generate a rate of reaction, the following
equation was used to determine the rate of

reaction depending on the assumption of
differential reactor (Gelder, et al., 2002).

- . Fus X
Rate of aniline formation :T (1)

Where,

Fne: Molar flow rate of nitrobenzene (mol/L)
W: Weight of catalyst bed (Q)

x: Fractional conversion

The actual number of moles of aniline produced
was used taking into account the volume of each
sample. This gave a clear indication of the
absolute quantity of aniline produced throughout
hydrogenation. As the behavior at each
experimental condition was slightly different, the
maximum rate was selected as a comparison.
These values are shown in Table 3 and a plot of
maximum rate with respect to the hourly space
velocity is presented in Fig. 8.

The rate of reaction data at different temperatures
were used to calculate the activation energy of the
hydrogenation reaction using Arrhenius law. The
average activation energy of the reaction is
calculated as 31.78 kJ/mol which agrees with the
values found in literature (Gelder, 2005). Figure 9
shows the Arrhenius plot for the reaction carried
out at WHSV of 9.75 h,

3.4 Mass Transfer Resistance

Experiments were carried out to check the
resistance to mass transfer during the
hydrogenation reaction for undiluted and diluted
beds. The reaction was performed with two
different liquid flow rates (1 and 2 ml/min) at
constant weight hourly space velocity, WHSV of
9.75 hr'. Different conversions of nitrobenzene
were noticed for the undiluted reactor indicating
external mass transfer control. The diluted bed
showed nearly the same conversions for both
liquid flow rates which can be interpreted as that
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the dilution of the bed already increased the mass
transfer coefficient inside the reactor. Figure 10
shows the mass transfer effect on the conversion
of nitrobenzene for the two beds.

Pore diffusion was checked by the application of
the method used by Weisz-Prater, 1954. Weisz-
Prater relation correlates wp to the observed rate
of the reaction and many other parameters as:

— robsp(d /6)2 (2)
D.C,

Where rqps is the observed rate of the reaction, p is
the catalyst density, d is the average catalyst
support diameter, D, is the effective diffusivity,
and C; is the concentration of solute in solution.
Weisz-Prater criterion states that the factor wp
should be << 1 for the internal resistance to be
negligible.

The rate of reaction was obtained at temperature
323 K, liquid flow rate of 2 ml/min, gas flow rate
of 135 ml/min and catalyst weight of 10 g. The
diffusion coefficient was calculated by using
Wilke equation (Wilke, et al., 1955), the solubility
of hydrogen in methanol was taken from the data
given by Young, 198las 0.0494 mol/L. For
diluted beds, wp was calculated as 0.0102 for
nitrobenzene as limiting species indicating the
absence of internal mass transfer limitation.

The reaction rates at the steady state for the
diluted bed are much higher than those for the
undiluted bed. Figure 10 shows the effects of
liquid velocity on the reaction rate. In the case of
the diluted bed, the reaction rate is independent of
the liquid velocity. On the other hand, in the case
of undiluted trickle bed, the reaction rates for
lower liquid velocities are unstable and smaller
than the rate without external effects. It was
revealed from observations that some pellets of
catalyst were completely dried. Therefore, they
might make no contributions to the reaction.

CONCLUSIONS

1. Trickle bed reactor can be used in the
synthesis of fine chemicals. The catalyst
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efficiency can be improved by dilution of the
catalyst particles with fine inert particles to
overcome the external mass transfer
resistance.

2. Although the HDC method was successful in
producing catalyst with a homogeneously
distributed, well-dispersed monolayer of
metals, the method was not gave advantages
over alternative catalyst preparation routes for
the synthesis of supported metal catalysts.

3. The diluted trickle bed reactor is suitable to
obtain the reaction rate without external effects
even if the liquid velocity is low.

4. The prepared catalyst was shown to deactivate
over time due to the adsorption of the product
aniline.

5. The reaction order of nitrobenzene
hydrogenation reaction was zero with respect
to nitrobenzene concentration for the values of
nitrobenzene initial concentrations of 0.58
mol/L and more, while it is of positive order
for the initial concentration less than 0.58
mol/L.
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Table 1: Values of the surface area and pore volume for the prepared Ni/SiO, catalyst

Area

Single point surface area at P/Po = 0.285 238.782 m°/g
BET surface area 243.387 m°/g
BDH desorption cumulative surface area of pores between 17 and 261.920 m“/g
3000 °A diameter

VVolume

Single point total pore volume of pores less than 1070.5 °A 0.589 cm°/g
diameter at P/Po = 0.981

BDH desorption cumulative pore volume of pores between 17 and 0.594 cm®/g
3000 °A diameter

Pore Size

Average pore diameter (4V/A by BET) 96.944 °A
BDH desorption average pore diameter (4V/A) 90.764 °A

Table 2 Experimental variables used in hydrogenation experiments

Experimental Variable Range
Feed concentration (mol/L) 0.2926 - 1.1706
Liquid feed flow rate (ml/min) 1-4
Temperature (K) 313 - 333

Table 3 Maximum rate of aniline formation with weight hourly space velocity and reaction
temperature

Maximum Rate x 10°
V\é:rsi;/ (mol/min g cat)
T=313 K T=323K T=333K
4.87 0.88 1.14 1.80
9.75 1.30 1.81 2.70
19.49 2.2 3.04 4.70
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ABSTRACT:

The removal of heavy metal ions from wastewater by ion exchange resins ( zeolite and purolite
C105), was investigated. The adsorption process, which is pH dependent, shows maximum
removal of metal ions at pH 6 and 7 for zeolite and purolite C105 for initial metal ion
concentrations of 50-250 mg/l, with resin dose of 0.25-3 g. The maximum ion exchange capacity
was found to be 9.74, 9.23 and 9.71 mg/g for Cu**, Pb**, and Ni** on zeolite respectively, while
on purolite C105 the maximum ion exchange capacity was found to be 9.64 ,8.73 and 9.39 for
Cu?*, Pb?*, and Ni** respectively. The maximum removal was 97-98% for Cu** and Ni** and 92-
93% for Pb®* on zeolite, while it was 93-94% for Cu®*, 96-97% for Ni?*, and 87-88% for Pb**
on purolite C105. The obtained sorption affinity sequence was Cu?*> Ni?*> Pb®" in both resins.
Langmuir isotherm expressions were found to give better fit to the experimental data compared
to Freundlich and BET models. Kinetic data correlated well with Lagergren first order kinetic
model, indicating the reversible reaction with an equilibrium being established between liquid
and solid phase.

KEYWORDS: ion exchange, heavy metals, wastewater, zeolite, purolite C105.

AIARTaly N Ll Ay play 45 slal slyall e JS4il1 5 i Ml puladll il gyl A1)
¥ ) g Cu¥ g 31 Sl

dgaaa )& jda dada L& daal
DAl

Ayl Ll 3 o ¥ 5yl 5 g 30 i ) bl el Adand 53 sl Co el olia (g AL (alaal) A1) )
¥ 50 7 5 6 o i genll Aa 8 palaal) il AU 5Y el aal) el ¢ in s el A e adiad il ¢ Zadal)
05 G deasill iy 3 N 0.25 (e il N e de sa ga ¢ il / piala 250-50 <l 53U A 531 abaal) 58 1 Y 5 sl
Slo JSillg/ w071 5 aba N g/ 10,23 ulailly/ 10,74 0sSi i) Joal (5 pumill dandl dla) o5 psie
s oaba g/ 3eB.73 lailly/ (964 S i) ol (5 gl ) Y 5 5l ey e Laiay g 3 el
¥ g3l @) G pabia )l 2%93-92 s 5 ISl 5 (ulaill %698 -97 <uilS (5 gasll A W) 4nns )5, JSall ¢/ 349,39
s il 5 sl i) e (5 paal) A Y A CulS pa

e 4 piall ULl o34 Jial SIS 2Ll 58 aSEY et o)) dlag) o3 e )11 9488-87 5 JSall 5 (ulaill 9% 97- 93

O e A s e oo Jeliil o 18 jadia oV sY) Aa e Al Ll (i S Al L) | 5 (sl s il s
Cagdall saldl | Jild

1327



Ahmed Abed Mohammed
Haidar Shukur Mahmood

1. INTRODUCTION

Heavy metals are generally considered
to be those whose density exceeds 5 g/cm®
(Nocito et al.,2007). Removal of heavy metals
from industrial wastewater is of primary
importance because they are not only causing
contamination of water bodies but they are also
toxic to many life forms. Industrial processes
generate wastewater containing heavy metal
contaminants. Since most of heavy metals are
non degradable into nontoxic end products, their
concentrations must be reduced to acceptable
levels before discharging them into the
environment. Otherwise they could pose threats
to public health and/or affect the aesthetic
quality of potable water (Aslam et al.,2004).

According to World Health
Organization (WHO) the metals of most
immediate concern are chromium, copper, zinc,
iron, nickel, mercury and lead (WHO, 1984).
The removal of heavy metal cations from
aqueous solutions can be achieved by several
processes, such as chemical precipitation,
biosorption on marine algae, adsorption, solvent
extraction, reduction, coagulation, oxidation,
reverse osmosis, flotation, ultra filtration and ion
exchange (Keane,1998; Rengaraj et al.,2004)

The most common method used for the
removal of these heavy metals is ion exchange.
The main advantages of ion exchange are
recovery of metal wvalue, cost-effective,
selectivity and the meeting of strict discharge
specifications. In ion exchange systems,
polymeric resins are usually employed. The
resin is a very complex material and there are
several properties which are to be known and
clearly understood before putting it to any
particular application. Some of the important
properties are: moisture content, particle size,
cross linking, resin capacity, functional groups,
resin selectivity, and distribution coefficient. In
ion exchange, ions of positive and negative
charges from an aqueous solution replace
dissimilar ions of the same charge initially in the
solid. The ion exchangers contain permanently
bound functional groups of opposite charge type.
Cation exchange resins generally contain bound
sulfonic acid groups, carboxylic acid groups
phosphonic acid groups, phosphinic acid groups
and so on (Pehlivan and Altun,2006).Using
Zeolite as an ion exchange for environmental
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protection and other applications is stimulated
by the good results obtained, the non toxic
nature of these materials, their availability in
many parts of the worlds, and the low cost
(Campos et al.,2007). Removal and recuperation
processes of heavy metals from agqueous solution
by natural zeolite are commonly cyclic and take
into account the recovery of the metals and the
regeneration of the zeolite to be reused.
Additionally, the mineral stability of zeolites and
their structural changes under treatment in
various media play important roles in their
potential  utilization as ion exchangers
(Sprynskyya et al.,2006)

Weak cation acid(WAC) resins have
very high selectivity for divalent cations,
particularly Pb*, Cu?*, Cd*" and Ni* ions. This
makes them ideal candidates for the removal of
various metals from wastewater streams. WAC
resins offer extremely high capacity than strong
cation resins, higher selectivity for divalent
cations than chelating resins, especially at
neutral to alkaline pH, have relatively low cost,
and have lower kinetics, compared to chelating
resins (Pehlivan and Altum,2007)

lon exchange reaction is reversible
interchange between solid phase (the ion
exchange) and the solution phase, the ion
exchanger being insoluble in the medium in
which the exchange is carried out. If an ion
exchanger M'A™ carrying cations A* as the
exchanger ions, is placed in an agueous solution
phase containing B* cations, an ion exchange
reaction takes place which may be represented
by the following equation:

MA"+B* «—»MB" +A" ....(1)

The equilibrium represented by the
above equation is an example of cation
exchange, where M is the insoluble fixed
anionic complement of ion exchanger M'A",
often called simply the fixed anion. The cations
A" and B" are referred to counter- ions .whilst
ions in the solution which bear the same charge
as the fixed ion of the exchanger are called co-
ions. In much the same way, anions can be
exchanged provided that an anion-receptive
medium is  employed. An analogous
representation of an anion exchange reaction
may be written:
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M'A" +B" «——» M'B + A .....(2)

The equations above illustrate the
essential difference between ion exchange and
other sorption phenomena (Harland 1994).

The aim of the present work is to study
the removal of Cu®*, Pb®, and Ni** from
industrial waste water by ion exchange method
using zeolite and purolite C105 resins. In
addition, investigate the parameters that
influence the ion exchange, such as contact time,
pH, dose of resin, and initial concentrations. The
isotherms models and kinetics parameters were
also evaluated from the ion exchange
measurements.

2 EXPERIMENTAL WORK AND
PROCEDURE

The experimental work was performed in a
batch mode by using synthetic zeolite and
purolite C105 resins for the removal of heavy
metal ions and making comparison between
these resins in order to get the most efficient
resin for heavy metals removal.

2-1 Materials

Analytical grade reagents were used. Solutions
of certain molarities were prepared by dilution
of chloride dehydrated, nickel sulfate
hexahydrate and lead nitrate salts (CuCl,.2H,0,
NiSO4.6H,O and Pb(NOj3),) from Merck
company with double distilled water. Synthetic
zeolite and Purolite C105 in hydrogen form UK
were used, the properties of the resins are given
in tables land 2

2-2:Apparatus.

Atomic Absorption Spectrometer: AAS was
used to measure concentrations of soluble
copper, lead and nickel (Norwalk, Connecticut,
U.S.A). The pH measurement was performed
with pH bench meter (Type: HI 250, Bench
model, USA). High-speed orbital shaker has an
adjustable shaking range of 100 to 2200 rpm
(Thermolyne, Maxi-Mix 11, Type: 65800, USA)
was used for ion exchange experiments.
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2-3 Procedure

The resins were washed with 1M of NaOH and
1M HCI in order to remove possible organic
impurities, then washed with distilled water to
remove all excess acids and basics then dried for
24 hours.

The procedure involved filling number of flasks
with 50 ml of heavy metal ions solution of 100
ppm concentration unless otherwise specified,
and an amount of 0.25-3 g of adsorbent was
added into different flasks. Resins and solution
were mixed at 200 rpm, and then were allowed
to reach equilibrium for 2 hrs in the shaker. The
separation was performed using filter paper. The
same measurements were repeated twice and the
average value had been taken as the amount of
the remaining metal in the solution phase.

3 RESULTS AND DISCUSSION
3-1 Effect of Contact Time

The effect of contact time on the ion exchange
of metal ions by zeolite and purolite C105 was
studied by adding 0.25 g of resin to 50 ml of
metal solution in different flasks that were
shaken for different time intervals. Figure (1-a)
shows the effect of contact time on ion exchange
of copper, lead, and nickel using zeolite, while
figure (1-b) shows the effect of contact time
using purolite C105. From these figures it can be
seen that the percentage of metal ion sorbed
increased with increasing time and it reached
equilibrium at 2 hrs for zeolite and purolite
C105. Further increase in contact time had no
significant effect on copper, lead, and nickel
removal. The kinetics of metal ions removal by
the resin were relatively fast, which within 30
min uptake of 76.6% copper, 73.3% lead, 82.6%
nickel on zeolite resin were achieved. While
uptake on purolite C105 were 73% copper, 67.8
% lead, and 84% nickel were achieved at 30
min. The initial adsorption rate was very fast and
this may be due to the existence of greater
number of resin sites available for the adsorption
of metal ions. As the remaining vacant surface
sites decreased, the adsorption rate slowed down
due to the formation of repulsive forces between
the metals on the solid surface and in the liquid
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phase (Yua et al.,2009). The increased uptake of
metal ions with contact time can be due to the
decrease mass transfer coefficient of the
diffusion controlled reaction between resins and
metal ions. This is a crucial parameter for an
optimal removal of metal ions in waste water
(Zaiter,2006). The ion exchange rate was faster
and the equilibrium removal efficiency was
higher for copper than that of lead and nickel in
zeolite resin. While in purolite C105 the ion
exchange rate was faster and the equilibrium
removal efficiency of nickel was higher than that
of of copper and lead. The maximum removal
efficiency was 99%, 94%, 98% and 94%, 93%,
98%, for copper, lead and nickel, on zeolite and
purolite C105 respectively.

3-2 Effect of pH

pH affects both the surface charge of adsorbent
and the degree of ionization of heavy metals in
the solution (Shah et al.,2011). Equal quantity of
resin 0.5 g was added to all reaction flasks and
the solutions contain 100 mg/l heavy metal ions
that were agitated for 2 hrs on zeolite and
purolite C105 resins at 200 rpm speed. The
maximum removal on zeolite were about 97%,
94%, and 96% for copper, lead, and nickel,
respectively at pH ranges 5.5-8, as shown in
figure (2-a) while for purolite C105 were about
92%, for copper and nickel and 91%,for lead , at
pH ranges 6-9 as shown in figure (2-b). This
may be attributed to the competition between
hydrogen, sodium, and metal.

3-3 Effect of Resin Dose

The resin amount is an important parameter to
obtain the quantitative uptake of metal ions
(Rafati et al.,2010). The retention of the heavy
metals was examined in the relation to the
amount of resin used, 0.25 to 3 g of zeolite and
purolite C105 that were tested and equilibrated
for 2 hrs. The results plotted in figure (3) show
that by increasing the resin amount, the sorption
density, and the amount of adsorbed metal ion
per unit mass increased. The retention of metals
increased with increasing the amount of resin up
to 0.5 g for both resins, this value was taken as
the optimum amount for other trials. The
increase in sorbent amount resulted in a decrease
in the contact time required to reach equilibrium.
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The results were expected because for a fixed
initial metal concentration the resin provides
greater surface area or ion exchange sites or
adsorption site (Gupta and Bhattacharyya,2009).
It is readily understood that the number of
available sorption sites increases by increasing
the resin amount. It may be concluded that by
increasing the adsorbent dose, the removal
efficiency increases but the ion exchange density
decrease .The decrease in the ion exchange
density can be attributed to the fact that some of
ion exchange remains unsaturated during the
sorption process whereas the number of ion
exchange sites increases by an increase in
sorbent dose and this results in an increase in the
removal efficiency (Rafati et al.,2010). The
optimum dose of 0.5g was observed enough to
reach high removal efficiencies.

3-4Effect of Initial Metal Concentrations

Figure (4) shows the effect of varying metal
concentrations 50-250 mg/L on the adsorption
under the optimized conditions. It was found
that the metal amounts retained were almost
stable in the concentration ranges of copper,
lead, nickel, and the two types of resins.
Adsorption of metal ions was a bit higher in
zeolite than in purolite C105. At high
concentrations the removal efficiency decreased
because of the slow motion of metal ions. The
maximum removal efficiency on zeolite resin
was obtained as 99.4%, 97%, and 98.5% for
copper, lead and nickel respectively, while the
maximum removal efficiency on purolite C105
was obtained as 98%, 93%, and 97% for
copper, lead, and nickel respectively for 50 mg/I
initial metals concentration.

4. SORPTION ISOTHERMS

Adsorption isotherms are very powerful
tools for the analysis of adsorption processes.
Adsorption isotherms establish the relationship
between the equilibrium  pressure  or
concentration and the amount of adsorbate
adsorbed by the unit mass of adsorbent at a
constant temperature. Langmuir, Freundlich, and
BET isotherms models are widely used to
investigate the adsorption process. The model
parameters can be construed further, providing
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the understanding of adsorption mechanisms,
surface properties, and affinity of the adsorbent.

4-1 Langmuir isotherm

Langmuir equation relates the coverage
of molecules on a solid surface to the
concentration of a medium above the solid
surface at a fixed temperature. The isotherm is
based on three assumptions, namely, adsorption
is limited to monolayer coverage, all surface
sites are alike and can only accommodate one
adsorbed atom, and the ability of a molecule to
be adsorbed on a given site is independent of its
neighboring site's occupancy (Yua et al.,2009).
The Langmuir equation was developed in the
1990s to describe the sorption of gas molecules
on planer surfaces. This model was later
extended to liquid systems, where species in
solution are involved. The Langmuir model
(Langmuir, 1916) suggests that sorption occurs
on homogenous surfaces by monolayer sorption
(sorption onto a surface with a finite number of
identical sites), without interaction between
sorbed molecules. Equation (1) describes the
model

0e=(0m bCe)/(1+bC: ) (1)

Where: b = constant related to the
affinity of the binding site (L mg™),q. = sorbed
metal ions on the resin (mg g™). C. = metal ions
concentration in the solution at equilibrium (mg
LY, gn = maximum sorption capacity for a
monolayer coverage (mg g*) which is the
maximum sorption amount of the metal ion per
unit weight of biomass needed to form a
complete monolayer on the surface. Qn
represents a practical limiting sorption capacity
when the surfaces are fully covered with metal
ions and assists in the comparison of sorption
performances. The sorption parameters (Qm,b)
can be determined from the linearized form by
plotting Ce/ge vs. Ce according to eq (2):

Ce/e = 1/(Qm b)+ Ce/Om

4-2 Freundlich isotherm

The Freundlich isotherm describes
equilibrium on heterogeneous surfaces and
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hence, doesn't assume monolayer capacity and
takes the following form for a single component
adsorption (Freundlich,1906)

qe = KF Celln faaas (3)
Where: Kr and n = the Freundlich constants

K related to the adsorption capacity, the
larger its value, the higher the capacity, n is the
adsorption intensity or the heterogeneity of the
sorbent; the more heterogeneous the surface, the
larger its value. If 1/n approaches 1, the equation
becomes linear. If 1/n value within 0.1 and 1
there is a favorable sorption of the sorbate on the
given sorbent. The Freundlich relation is an
exponential equation that assumes that the
concentration of adsorbate on the adsorbent
surface increases by increasing the adsorbate
concentration in the liquid phase. Equation (4)
can be linearized in logarithmic form and the
Freundlich constants can be determined

Log ge = (1/n) log C, + log K¢

The values Kg and n can be estimated
respectively from the intercept and slope of a
linear plot of experimental data of log g, versus
log C.. Freundlich isotherm provides no
information on the monolayer adsorption
capacity in comparison with the Langmuir
model. This isotherm is widely recommended
due to its accuracy. It gives more accurate
results then the Langmuir isotherm for a wide
variety of heterogeneous adsorption systems

4-3 BET isotherm

The BET isotherm was developed by
Brauner, Emmet and Teller. Unlike the
Langmuir isotherm, BET type adsorption
corresponds to multilayer adsorption. This
isotherm indicates that more than one layer of
adsorbate can accumulate at the surface, i.e. the
first adsorbed layer serves as a site for
adsorption of a molecule onto the second and so
on. It also supposed that the adsorption/
desorption occurs exclusively between the
interface and the bulk, and the atoms are not
allowed t omove from one layer to other (Masel,
1996).
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The Langmuir, Freundlich, and BET
adsorption constants are evaluated from
isotherms and their correlation coefficients are
presented in tables 3, 4 and 5. The linearized
Langmuir, Freundlich, and BET of copper, lead,
and nickel for zeolite and purolite resins are
given in figures 5, 6, and 7. The Langmuir
model constants evaluated from isotherms and
their correlation coefficients are presented in
table 3. lon exchange capacity of heavy metal
cations listed in table 3 indicates the following
selectivity sequence: Cu*"> Ni?*> Pb®*. Since the
adsorption phenomena depends on the charge
density of cations, the diameter of hydrate
cations is very important. The charges of the
metal cation are the same (+2); therefore Pb*
ions (the biggest diameter) have minimum
adsorption while Cu** and Ni?* ions (the least
diameter) have maximum adsorption. The
Langmuir model effectively described the
sorption data with all R? values > 0.97 for each
resin. According to the b parameter, sorption on
zeolite and purolite C105 are produced
following the sequence Cu*> Ni**> Pb? The
Freundlich model constants ke and n on zeolit
and purolite C105 are, respectively, obtained
from the intercept and the slopes of the linear
plot of log g. versus log C. according to
equation 4 and their correlation coefficients for
each resin are presented in table 4.

The BET isotherm has been used to describe
sorption of metal ions on ion exchange resins as
shown in eq. (5):

X _ 1 (b—1}
st ap — X...0
Where: X=C./qe

The slope of the plot X/g. (1-X) versus
X gives (b-1)/ab and the intercept yields the
sorption capacity 1/ab. The plot of X/g. (1-X)
against X for metal ion sorption on zeolite and
purolite C105 are shown in figure (7)
respectively. The BET parameters for zeolite
and purolite C105 are listed in table 5. It is clear
that the Langmuir isotherm model provide an
excellent represent to the equilibrium adsorption
data, giving correlation coefficients of 0.984 for
copper, 0.978 for lead, and 0.982 for nickel on
zeolite resin.  While giving correlation
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coefficients of 0.970 for copper, 0.984 for lead,
and 0.979 for nickel on purolite C105 resin.

5. ADSORPTION KINETICS

Kinetics of sorption describing the
solute uptake rate, which is in turn governs the
residence time of sorption reaction, is one of the
important characteristics defining the efficiency
of sorption (Pehlivan and Altun,2006). Several
researchers have used different kinetic models to
predict the mechanism involved in the sorption
process. These include pseudo-first-order model,
pseudo-second-order-order model, Webber and
Morris sorption kinetic model, first-order
reversible reaction model, external mass transfer
model, Pseudo first order and second order
kinetic models are widely used [(Pehlivan and
Altun,2006,2007)

5-1 Pseudo first-order kinetics

Lagergren showed that the rate of adsorption of
solute on the adsorbent followed a pseudo first-
order equation. The non-linear form of pseudo
first-order equation is given by

Log (Qe-ar) = log g - K; t/2.303 .....(6)
Where: ¢, and g, = amounts of
adsorption at equilibrium time. K; = rate

constant of the pseudo first-order adsorption
operations.

5-2 Second order Kinetics

Pseudo first-order kinetic equation differs from a
true first order equation in two ways: The
parameters K; and (g.-q;) represent the number
of available site.The parameter log (Qe)is an
adjustable parameter and often it is not equal to
the intercept of the plot of log(Qe-qy) Vs.t,
whereas in a true first order log g, should be
equal to the intercept. In such cases,
applicability of the second order kinetics has to
be tested with the rate equation given by eq. (7):

t/g= 1/ + (L/get .....(7)
Where: h= K0 2

Under such circumstances, plotting log
(ge-0¢) against “t” for zeolite and purolite C105
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provides the first order rate constant (ki),while
plotting t/qt vs. t should give a linear
relationship, which allows the computation of
pseudo second orde rate constant( K5), g, and b.
as listed in tables 6,7,8 and 9, respectively.

The values of correlation coefficient indicate a
better fit of Lagergren first order model with the
experimental data than pseudo second order
model. In many cases the first order kinetic
process is used for reversible reaction with an
equilibrium being established between liquid
and solid phases. Whereas, the second order
kinetic model assumes that the rate limiting step
may be chemical adsorption .Values of g
calculated from the first order kinetic model
agree very well with the experimental values,
and the correlation coefficients were always
more than 0.97 for all metal ions and on both
resins.

6. CONCLUSIONS

1-Zeolite and purolite C105 are effective resins
for the removal of copper, lead, and nickel from
wastewater.

2-Zeolite is a better alternative than purolite
C105 for removal of metal ions from wastewater
at an optimum pH of about 6 and 7 onto zeolite
and purolite C105 respectively.

3-1t was observed that an increase of resin
dosage resulted in a higher metal ions removal
efficiency and by increasing the resin dosage the
contact time required to reach equilibrium
decreased.

4-The linear Langmuir, Freundlich, and BET
isotherms were used to represent the
experimental data, and the experimental data
could by relatively well interpreted by Langmuir
isotherm for both resins.

5-The monolayer adsorption capacity of copper,
lead, and nickel calculated from Langmuir
model was obtained 9.74, 9.23 and 9.71 mg/g on
zeolite resin. While on purolite C105 resin the
monolayer adsorption capacity of copper, lead,
and nickel was 9.64, 8.73 and 9.39 mg/g
respectively.
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6-The sorption of metal ions on zeolite and
purolite C105 resins followed first order
reversible kinetics.
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Table 1. Properties of Purolite C105.

Polymer Matrix Structure Acrylic Crosslinked with DVB

Physical Form and Appearance Macroporous spherical beads

Whole Bead Count 95% min.
Functional Groups R-COOH
lonic Form ,as shipped H
Total Exchange Capacity, H" form, wet, volumetric 4.2 eg/l min
Moisture Retention, H+ form 45-52%
Particle Size Rang +1.2 mm <5%, -0.3 mm <1%
Swelling Na"™— H” 65% max.
Shipping Weight (approx.) 720-800 g/l
Specific Gravity, moist H" Form 1.18
pH Range, operating 4-14

Table 2. Physical properties of Zeolite pellets.

Dimension Bulk Density Particle Density | Void Fraction of | Surface Area
Bed
2mm*2mm 0.58 g/cm” 2.38 glcm® 0.3 7.82 m*

Table 3. Langmuir isotherm for ion exchange of metal ions on zeolite and purolite C105.

Metal Zeolite Purolite C105

Qm b R? Om b R?
Cu® 12.195 0.410 0.984 10.526 0.785 0.970
Pb?* 10.52 0.257 0.978 6.94 0.304 0.984
Ni?* 11.76 0.298 0.982 10 0.31 0.979

Table 4. Parameters of Freundlich isotherm for ion exchange of metal ions on zeolite and purolite C105.

Metal Zeolite Purolite C105

ks 1/n R? ke 1/n R?
cu® 6.745 0.127 0.811 6.194 0.119 0.593
Pb?* 5.321 0.139 0.716 4.764 0.123 0.554
Ni?* 6.266 0.129 0.700 5.147 0.116 0.638
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Table 5. Parameters of BET isotherm for ion exchange of metal ions on zeolite and purolite.

Metal Zeolite Purolite C105

a b R? a b R?
Ccu* | 76.923 13 | 0.584 | 28.571 | 1.522 | 0.60
Pb? 3.115 | 1.122 | 0.527 | 6.097 | 1.123 | 0.14
Ni?* | 27.778 | 1.636 | 0.690 | 7.875 | 1.165 | 0.68

Table 6. Adsorption rate constants, estimated ge and coefficients of correlation associated to the

Lagergren first order model for zeolite resin.

metal % ’exi Kl)_( 110 3 G _ R?
(mgg™) | (min7) | (mgg?)

cu** 974 11 8.414 | 0.985

Pb** 923 12 9.715 | 0.999

Ni** 971 11 9.247 | 0.989

Table 7. Lagergren first order model for purolite C105 resin.

metal e exp K, x 10° Oe R?
(mgg™) (min) (mgg™)

cu® 064 11 9.016 0.985

Pb** 8.73 10 9.099 | 0.979

Ni** 9.39 8 9.12 0.995

Table 8. adsorption rate constants, estimated g, and coefficients of correlation associated to the Lagergren
second order model for zeolite resin.

metal e cxp Ke x10'-3 Ge h R?
(mgg™) | (g/mg.min) | (mgg™)

cu® 9.74 3.689 12.82 | 0.35 | 0.99

PbZ* 9.23 2.348 15873 | 0.2 | 0.93

Ni%* 9.71 2.864 14.084 | 0.27 | 0.97
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Table 9. adsorption rate constants, estimated ge and coefficients of correlation associated to the
Lagergren second order model for purolite C105 resin.

K,x 10°
metal | " - 2 e . h | R?
(mgg™) | (9/mg.min) | (mgg™)
cu® 9.64 3.659 12,5 0.34 | 0.99
Ph?* 8.73 2.493 14.08 0.19 | 0.93
Ni?* 9.39 3.17 12.66 0.28 | 0.98
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Fig. 1. Effect of contact time on removal of heavy metals on (a)zeolite,(b) purolite C105. (pH 6; m=0.5
g; 200 rpm; C,=100 mg/L).
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Fig. 2. Effect of pH on removal of heavy metals on (a) zeolite (b) purolite C105. (2hrs, m=0.5 g; 200
rpm; C,= 100 mg/L).
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Fig. 3. Effect of resin dose on removal of heavy metals on (a) zeolite, (b) purolite C105. (2 hrs, pH 6,
200 rpm, Cy=100 mg/L).
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Fig. 4. Effect of initial concentration on removal of heavy metals on(a)zeolite,(b)purolite C105 resin (pH
6, m=0.5 g, 200 rpm, 2 hrs).
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Fig. 5. Langmuir isotherm for ion exchange of copper, lead, and Nickel on (a) zeolite,(b) puroliteC105
(pH 6; 200rpm; m= 0.5g).
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Fig. 6. Freundlich isotherm for ion exchange of copper, lead and Nickel on(a) zeolite,(b) purolite C105
(pH 6; 200 rpm; m= 0.5g).
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Fig. (7): BET isotherm for ion exchange of copper, lead, and Nickel on (a) zeolite,(b) purolite C105
(pH7, 200rpm; m=0.5g).
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ABSTRACT

Most remotely sensed data required the geometric correction process due to the geometric errors
associated with the satellite images. Therefore the geometric process become important and essential
in most remote sensing application. In the high resolution imagery, the geometric process will be
more critical and many accurate measurements were required, the allow able the Total Root Mean
Square Error (TRMSE) in the different remote sensing applications is less than the half of pixel . In
the present work, many geometric correction algorithms and models have been implemented to
improve the assessment of the geo-results. Two high resolution satellite imagery have been used as
raw data, lkonos 1m panchromatic, and QuickBird 0.6 m panchromatic. The evaluation in this
research is carried out using GCPs and check point coordinates measurements, these coordinates
were collected using the DGPS, (Leica GPS 1200). In this paper , we applied Neural Network
Geometric Correction Method by using Multi Layers Perceptron (MPL) . The result obtained shows
that the image using Quick bird Satellite is better than the image using IKONOS Satellite , in which
the TRMSE are (0.39m) and (0.46m) respectively .

KEYWORDS : Geometric Correction , ANN ( Artificial Neural Network ) , Multi Layers Perceptron
, Geometric Rectification , Satellite Imagery .
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INTRODUCTION :
The preprocessing of remotely sensed

image consists of geometric and radiometric
characteristics analysis. By realizing these
features , it is possible to correct image
distortion and improve the image quality and
readability.

Radiometric analysis refers to mainly the
atmosphere effect and its corresponding
terrain feature’s reflection, while geometric
analysis refers to the image geometry with
respect to sensor system with the launch of
various commercial high-resolution earth
observation satellites, such as India Remote
Sensing Satellite IRS-IC/ID, the Space
Imaging Ikonos system, Spot 5 and QuickBird
system, precise digital maps generated by
satellite imagery are expected in the spatial
information industry. In the last decade, many
studies and researches  performed with
rigorous and non-rigorous mathematical
models to rectify the satellite line scanner
imagery such as SPOT, MOMS-02 and IRS-
IC.

One of the main goals of these researches
is to find an appropriate mathematical model
with precise and accurate results. The
geometric accuracy of data products is
terminated by the knowledge of precise
imaging geometry, as well as the capability
of the imaging model to use this information.
The precise imaging geometry in its turn is
established by knowledge of orbit, precise
altitude, precise camera alignments with
respect to the spacecraft and precise camera
geometry .

In this paper, we'll use Neural Network
Geometric Correction Method using IKONOS
and Quickbird Satellite Images , ( Lillesand,
2001) .
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THE AIM OF STUDY

1- The aim of research is to evaluate the
accuracy of  geometric  correction
processes for high resolution imagery
through studying and investigating
different techniques.

2- Compare the results with many ground
control and check points.

3- Implementing simple application to the

corrected image by using GIS Program .

STUDY AREA AND AVAILABLE
DATA

Study area located in the middle of Iraqi
country (i.e. Baghdad University), Latitude
(33° 16' 55.6") to (33° 16' 4.5") N, Longitude
(44°22' 11.8") to (44° 23' 20.4") E. The major
features in this area are buildings of different
heights; representing the colleges and their
departments, some green (bush) areas and
trees.

The region can describe as thick density
urban and the Tigris river divide the region
into two parts. Some vegetation can be found
in the region, where the region elevation is 36
m (DEM).

The following sources of information
are used in the study area:

1- Satellite images of high resolution such as
Ikonos and QuickBird.
2- GPS measurements. (Leica GPS 1200),
appendix D show specification of

GPS 1200 .
3- ISBA CORS Station information data

One of the best available data is

QuickBird satellite image of 0.6 spatial
resolutions, shown figure (1).
L r—t

T ey o
The image of the studied area
(Baghdad University)
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ARTIFICIAL NEURAL NETWORK

A neural network is a powerful data
modeling tool that is able to capture and
represent complex input/output relationships.
The motivation for the development of neural
network technology stemmed from the desire
to develop an artificial system that could
perform " intelligent " task similar to those
performed by the human brain. Neural
networks resemble the human brain in the
following two ways :

1. A neural network acquires knowledge
through learning .

2. A neural network's knowledge is stored
within inter-neuron connection strengths
known as synaptic weights .

The true power and advantage of
neural networks lies in their ability to
represent  both linear and non-linear
relationships and in their ability to learn these
relationships directly from the data being
modeled. Traditional linear models are simply
inadequate when it comes to modeling data
that contains non-linear characteristics. In
particular, they can form a model from their
training data (or possibly input data) alone,
this is particularly useful with sensor data, or
with data from a complex (e.g. chemical,
manufacturing, or commercial) process. There
may be an algorithm, but it is not known, or
has too many variables. It is easier to let the
network learn from examples . A great deal of
research is going on in neural networks
worldwide, (Nada,2007).

The tasks to which artificial neural networks
are applied tend to fall within the following
broad categories :

1. Function approximation, or regression
analysis, including time series prediction and
modeling .

2. Classification, including pattern and
sequence recognition, novelty detection and
sequential decision making .

3. Data processing, including filtering,
clustering, blind source separation and
compression.

Neural computing is one of the fastest
growing areas of artificial intelligence. The
reason of this growth is that neural nets hold
great promise for solving problems that have
proven to be extremely difficult for standard
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digital computers. There are two key
differences between neural computers and
digital computers. First, neural nets are

inherently parallel machines and as a result
they can solve problems much faster than a
serial digital computer. Secondly, and perhaps
more importantly, many neural nets have the
ability to " learn . Rather than programming
these nets, one presents them with a series of
examples. From these examples the net learns
the governing relationships involved in the
training database . Since nonlinear governing
relationships can be handled by neural nets,
the nets may offer a cost effective approach to
modeling  chemical  process  systems,
(Bhat,1990).

The main advantages of (ANN) are
economy, fast computing, easy realization,
and independence from physical model
compared with the traditional methods, such
as experiment and numerical simulation,
(You,2003).

TRANSFER FUNCTION (ACTIVATION

FUNCTION) :

As we defined the transfer function
(activation) in section three, the choice of it
determines the neuron model, such that, there
are different kinds of the transfer function, for
examples (Paual,1997) :

1. Hyperbolic tangent sigmoid transfer
function:a squashing function of the form
shown below that maps the input to the
interval (1,-1)

f(n)=2/(1+exp(-2*n))-1 (1)

t

7

-1

s

a = tansigin)
Tan-Sigmeid Transfer Function

Figure (2): Tangent-Sigmoid Transfer
Function
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2. Positive linear transfer function: a transfer
function that produces an output of zero
for negative inputs and an output equal to
the input for positive input.

nif HEO}

f(njz{lilifnc:l] )

+1

"L

-1

a = poslin (n)
Positive Linear Transfer Funct.

Figure (3): Positive Linear Transfer
Function

3. Log-sigmoid transfer function: a squashing
function of the form shown below that maps
the input to the interval (0,1) .

f(n)= 3)

1+exp™

__'/o H'—Z

-1

a = logsig(n)
Log-sigmoid Transfer function

Figure (4): Log-sigmoid Transfer Function

4. Linear transfer function: a transfer

function that produces its input as its output .

f(n) =nvn 4)
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+1

/o -7

< 1

a = purelin(n}
Linear Transfer function

Figure (5): Linear Transfer Function

5. Hard limit transfer function : a transfer that
maps inputs greater-than or equal-to 0 to 1,
and all other values to 0.

_(1if n=0
fln) = {D atherwise}

(5)

+1

n "L

-1

a = hardlim(n)
Hard Limit Transfer function

Figure (6): Hard Limit Transfer Function

NEURONS LAYERS :

A one layer network with R input
elements and S neurons is shown below in the
following figure (7)

Where

= { a= fWP b) ‘

Figure (7): One Layer Neural Network
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The S neuron R input one layer network also
can be drown in abbreviated notation.

Rx1

-/\-r ﬁ

|i——ﬂ__

_Sxl Yu b,

R=no. ot clements in input vector
S=no. of \I(,UI'L ns in Layer

| a=f (n] =f (W’ P+n’r:]

Figure (8): One Layer Neural Network

In this network, each element of in the
input vector P =[PP, ---PR] is connected to
each neuron input through the weight matrix
W. The ith neuron has a summand that gathers
its weighted inputs and bias to form its own
scalar output n,. The various n; taken
together form an S-element net input vector n.
Finally, the neuron layer outputs from a

.
column vector a = [alaz ---as] We

show the expression for a at the bottom of the
figure (8). The input vector elements enter the
network through the weight matrix W.

Wl,l W1,2 Wl,R
W W W
w| M e Ve
WS 1 WS 2 WS R
®)

Note that the row indices on the
elements of matrix W indicate the destination
neuron of the weight and the column indicates
which source is the input for the weight. Thus,
the indices in w, , say that the strength of the

signal from the second input element to the
first (and only) neuron is w, ,.Such that :

R
n, :Zwijpj , fori=1,2,...5 (7)
=1
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R
a = f[ZW“—pjj fori=1,2,...,S (8)

j=1
Multiple Layer of Neurons :

The following is the architectures of
multilayered neural network, figure (3.13)
shows the notations of 3-layer neural network
where the network can have several layers.
Each layer has a weight matrix W, a bias
vector b, and an output vector a. To
distinguish between the weight matrices,
output vectors, etc., for each of those layers in
our figures, we will append the number of the
layer as a superscript to the variable of
interest.

o

.
Wom
<]

WA
—{
LWs,

/A7 o7 0

LWsa

Tnput First Layer Second Layer Third Layer |

! Where...
a'= (1w, p+i)
a' = LW, a" +b)
a'= (LW, a" +b)
a'=f(Lw,, LW, 11w, p+b' )+ b7 )+5)

Figure (9) : Three Layer Neural Network

The same three layer network discussed
previously also can be drowning using our
abbreviated notation.

Input First Layer Third Layer

Mﬂ

Where...

| | Second Layer

”Uj t_J

a'=r{w, p+b')

a'= (LW, a +b)

@ = (LW, a* +b')

o' =, FLw, (1w, p+b' )+ b )+ 1)

Figure (10): Three Layer Neural
Network



Alaa Soud Mahdi
Bushra Hassan Ali

In figures (9), (10), the first layer is called
the Input layer which connected with the
inputs of the network, the third layer is called
the output layer referring to the fact that it
produces the output of the network, and the
second layer is known as the hidden layer
since it is in some sense hidden between the
external inputs [p, p, p, | and the output

layer.
Note that the outputs of each intermediate
layer are the inputs to the following layer.

Thus a' is the output of the input layer (first
layer)

al= (1w, p+b,) )

where a' will be the input to the hidden layer

(second layer), and a® will be the output of
the hidden layer

a? = f2(LW,,a" +b,) (10)

where a® will be the input of the output layer

(third layer), and a* will be the output of the
network

a® = £3(LW,,a +b,) (11)

such that the mathematical formula expressing
that is going on in the three-layer network
takes the form

a® = £3(LW,, f 2(LW,, F*(IW,, p +b, )+ b2)+b;)

(12)

TYPES OF NEURAL NETWORKS:
FEEDFORWARD NEURAL NETWORK

The feedforward neural networks are
the first and arguably simplest type of
artificial neural networks devised. In this
network, the information moves in only one
direction, forward, from the input nodes,
through the hidden nodes (if any) and to the
output nodes. There are no cycles or loops in
the network.

1. Single-layer perceptron

The earliest kind of neural network is a
single-layer perceptron network, which

Neural Network Geometric Correction Method
for High Resolution Satellites Images

consists of a single layer of output nodes; the
inputs are fed directly to the outputs via a
series of weights. In this way it can be
considered the simplest kind of feed-forward
network. The sum of the products of the
weights and the inputs is calculated in each
node, and if the value is above some threshold
(typically 0) the neuron fires and takes the
activated value (typically 1); otherwise it
takes the deactivated value (typically -1).
Neurons with this kind of activation function
are also called McCulloch-Pitts neurons or
threshold neurons. In the literature the term
perceptron often refers to networks consisting
of just one of these units. They were described
by Warren McCulloch and Walter Pitts in the
1940s.

A perceptron can be created using any
values for the activated and deactivated states
as long as the threshold value lies between the
two. Most perceptrons have outputs of 1 or -1
with a threshold of 0 and there is some
evidence that such networks can be trained
more quickly than networks created from
nodes with different activation and
deactivation values. Perceptrons can be
trained by a simple learning algorithm that is
usually called the delta rule. It calculates the
errors between calculated output and sample
output data, and uses this to create an
adjustment to the weights, thus implementing
a form of gradient descent.A single-layer
neural network can compute a continuous
output instead of a step function. A common
choice is the so-called logistic function:

1

y:1+e‘X
(13)

With this choice, the single-layer network is
identical to the logistic regression model,
widely used in statistical modeling. The
logistic function is also known as the sigmoid
function. It has a continuous derivative, which
allows it to be used in backpropagationl. This
function is also preferred because its
derivative is easily calculated:


http://en.wikipedia.org/wiki/Feedforward_neural_networks
http://en.wikipedia.org/wiki/Artificial_neuron
http://en.wikipedia.org/wiki/Perceptron
http://en.wikipedia.org/wiki/Warren_McCulloch
http://en.wikipedia.org/wiki/Walter_Pitts
http://en.wikipedia.org/wiki/1940s
http://en.wikipedia.org/wiki/Delta_rule
http://en.wikipedia.org/wiki/Gradient_descent
http://en.wikipedia.org/wiki/Step_function
http://en.wikipedia.org/wiki/Logistic_function
http://en.wikipedia.org/wiki/Logistic_regression
http://en.wikipedia.org/wiki/Statistical_modelling
http://en.wikipedia.org/wiki/Logistic_function
http://en.wikipedia.org/wiki/Sigmoid_function
http://en.wikipedia.org/wiki/Sigmoid_function
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y =y(d-vy) (14)
2. Multi-layer perceptron

The most common neural network
model is the multilayer Perceptron (MLP).
This type of neural network is known as a
supervised network because it requires a
desired output in order to learn. The goal of
this type of network is to create a model that
correctly maps the input to the output using
historical data so that the model can then be
used to produce the output when the desired
output is unknown. A graphical representation
of an MLP is shown in Fig (11), (Nada,2007).

This class of networks consists of multiple
layers of computational units, usually
interconnected in a feed-forward way. Each
neuron in one layer has directed connections
to the neurons of the subsequent layer. In
many applications the units of these networks
apply a sigmoid function as an activation
function.

Chutput
Hidden Laver

Figure (11): Block diagram of a three

hidden layer multilayer Perceptron (MLP)

Multi-layer networks use a variety of
learning techniques, the most popular being
back-propagation. Here the output values are
compared with the correct answer to compute
the value of some predefined error-function.
By various techniques the error is then fed
back through the network. Using this
information, the algorithm adjusts the weights
of each connection in order to reduce the
value of the error function by some small
amount. After repeating this process for a
sufficiently large number of training cycles
the network will usually converge to some
state where the error of the calculations is
small. In this case one says that the network
has learned a certain target function. To adjust
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weights properly one applies a general method
for non-linear optimization task that is called
gradient descent. For this, the derivative of
the error function with respect to the network
weights is calculated and the weights are then
changed such that the error decreases (thus
going downhill on the surface of the error
function). For this reason back-propagation
can only be applied on networks with
differentiable activation functions.

THE WORK ANALYSIS :

The neural geometric correction was
performed wusing 54 GCPs, also well
distributed over the Baghdad university camp.
The map coordinates of all GCPs were
collected through the DGPS (Leica GPS
1200). The selection of GCPs was accurate
targets as more as possible, but due to the
DGPS signals limitation, many GCPs were
selected not in road intersection or building
corners. The 54 GCPs locations were shown
in figure (12) projected on the Quick-Bird
input satellite images.

Figure (12): The 54 GCPs used In Neural
Geometric Correction, Quick-Bird Input
Satellite Image .

The geodic parameters used in DGPS
coordinates characteristics and the images
information can given in table (1), this
information was used in this method .

The original image of Quickbird
which is shown in figure (13) is used in
correction process, noting that the same steps
was implemented for QuickBird image , while
figure (14) shows the corrected image using
Neural Network Geometric  Correction
Method .


http://en.wikipedia.org/wiki/Back-propagation
http://en.wikipedia.org/wiki/Optimization_(mathematics)
http://en.wikipedia.org/wiki/Gradient_descent
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and (4) for lkonos and Quick-Bird
Table (1): The Used Geodetic Parameters
and Images Information

respectively. The procedure of programming
can be explained in figure (15) and summarize
as following;

Quick-Bird 1. Load the data from external file.
Image type 2. Create a net work of type newff (Feed
Spatial Resolution

forward Neural Network).

3. Construct a net work for each layer.

4. Fix some values for the variables, show,
Ir, Ir_inc, epochs, goal, max_fail.

. Train the net work to reach the goal.

. Evolution of simulation to examine the
output values accuracy.
Display the results.

Table (2): Training Algorithms Names and
Symbols

Symbol Algorithm Name
GDA Back propagation training with an
adaptive learning rate
adaptive learning rate with

momentum training

Resilient Back propagation
Fletcher-Powell Conjugate Gradient

W T

o O1

Polak-Ribiére Conjugate Gradient

Levenberg-Marquardt
BFGS Quasi-Newton

Scaled Conjugate Gradient
CGB Conjugate Gradient with
Powell/Beale Restarts
One Step Secant

After preparing Matlab program using Neural

Network (MLP) to correct both images
(IKONOS and QuickBird images) , then after
implementation of the program , we got the
interface of Neural Network Training as
shown in figures (16) and (17) .

To implement the Geometric Correction
Process by using multilayer Perceptron , we

Figure (14) : Neural Network corrected
Quickbird image

NEURAL NETWORK TRANSFORM
RESULTS

The neural network algorithms were
used through evaluation of special subroutine
(Matlab  environment  facility),  these
algorithms were conclude in the table (2). The
No. of GCPs used was 54 well distributed
among The university camp. The
transformation results obtained were between
0.46 m for Ikonos, and 0.39 m thorough the
best algorithm (LM), the best neural training
algorithm  for geometric process. The
transformation details illustrated in tables (3),
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can use Train Algorithm :

- Train LM : Levenberg-Marquardt Like the
quasi-Newton methods .

This algorithm appears to be the fastest
method  for  training  moderate-sized
feedforward neural networks (up to several
hundred weights). It also has a very efficient
MATLAB implementation, since the solution
of the matrix equation is a built-in function, so
its attributes become even more pronounced
in a MATLAB setting.
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Read file of image
coordinates (x.v)

Read file of Differential
GPS coordinates (X;,Y4)

[
»
A

y

Create FF Neural Network
With many hidden layers

I

Construct LM Training
Algorithm

A 4

Fixing Training
Parameters

Start of
Training Process

A 4

Getting new coordinates
X, then Y,

\4
Output (1) :
Image Coordinates Accuracy

!

Output (2) :
Get the Corrected Image

A 4

End

Figure (15) : Flowchart of Neural Network Model
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twork Training (nntraintool)

Figure (16) : IKONOS Image interface of
Neural Network Training .

Figure (17) : QuickBird Image interface of
Neural Network Training .

When we click on (regression) button
on above interfaces , we got the following
plots , figures (18) and figure (19) , that
showed the equivalently of target with the
output. We noticed that Rakonos) = 0.99979
and Rquickbirgy = 0.99982 that proved that
there is a very small difference between the
images .
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Figure (18) : Plot Regression of IKONOS
Image .
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Figure (19) : Plot Regression of QuickBird
Image .
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Table (3): Ikonos by Neural (Matlab), LM Algorithm

Ime}ge Measured Coordinates Computed Coordinates .
Coordinates Residuals errors
No. (pixel) Map (meter ) Map (meter )by Neural
X y E N E’ N’ VX Vy

1 164 554 441656.81 3681630.51 441656.62 3681630.18 -0.19 -0.33
2 227 567 441721.58 3681617.03 441721.41 3681617.27 -0.17 0.25
3 302 583 441792.66 3681602.21 441792.97 3681602.63 0.31 0.43
4 341 592 441833.56 3681593.70 441833.81 3681593.35 0.25 -0.35
5 400 604 441892.64 3681581.44 441892.64 3681581.58 0.00 0.14
6 458 616 441945.66 3681570.39 441945.44 3681570.07 -0.22 -0.31
7 529 619 442021.85 3681566.64 442021.54 3681566.77 -0.31 0.13
8 680 568 442174.39 3681618.11 442174.60 3681618.16 0.21 0.05
9 766 532 442252.53 3681649.55 442252.39 3681649.94 -0.14 0.38
10 851 498 442340.43 3681685.04 442340.61 3681685.17 0.18 0.12
11 915 446 442408.11 3681745.73 442408.18 3681745.66 0.07 -0.07
12 932 338 442424.00 3681851.53 442424.99 3681851.81 0.99 0.28
13 890 180 442385.02 3682008.00 442385.98 3682007.88 0.96 -0.12
14 842 113 442340.85 3682074.76 442340.34 3682074.92 -0.52 0.16
15 779 92 442271.29 3682101.16 44227131 3682101.11 0.02 -0.05
16 657 84 442151.70 3682106.47 442151.14 3682106.96 -0.56 0.49
17 482 80 441975.62 3682111.69 441975.20 3682111.42 -0.43 -0.27
18 450 86 441942.00 3682106.02 441942.10 3682106.07 0.10 0.05
19 127 164 441621.20 3682026.19 441621.64 3682026.69 0.44 0.51
20 55 210 441543.91 3681975.45 441543.43 3681975.73 -0.48 0.28
21 35 490 441532.40 3681678.76 441532.39 3681678.64 -0.01 -0.12
22 350 540 441840.62 3681646.81 441840.30 3681646.36 -0.32 -0.45
23 413 552 441906.22 3681633.05 441906.22 3681633.57 -0.01 0.51
24 400 596 441897.21 3681591.04 441897.75 3681591.33 0.54 0.29
25 338 579 441831.65 3681604.58 441831.95 3681604.65 0.30 0.06
26 440 408 441962.80 3681780.38 441962.63 3681780.24 -0.17 -0.14
27 470 428 441962.07 3681763.43 441962.20 3681763.82 0.13 0.39
28 502 428 441994.09 3681761.96 441994.22 3681761.98 0.13 0.02
29 502 409 441994.81 3681778.95 441994.36 3681778.20 -0.45 -0.75
30 97 412 441594.42 3681768.11 441594.65 3681768.36 0.23 0.25
31 97 419 441594.63 3681761.35 441594.62 3681761.77 -0.02 0.42
32 175 167 441665.03 3682021.55 441665.10 3682021.65 0.07 0.10
33 190 236 441683.26 3681949.30 441683.44 3681950.07 0.18 0.77
34 268 212 441761.31 3681975.10 441761.19 3681976.31 -0.12 1.21
35 503 345 441998.47 3681844.01 441998.21 3681844.16 -0.27 0.15
36 602 352 442091.11 3681836.24 442091.49 3681835.47 0.37 -0.77
37 716 435 442207.39 3681754.05 442207.91 3681754.38 0.52 0.33
38 824 460 442316.28 3681728.09 442316.10 3681728.95 -0.18 0.86
39 727 483 442219.87 3681704.20 442219.04 3681704.52 -0.84 0.31
40 784 350 442276.38 3681839.21 442276.43 3681839.08 0.05 -0.13
41 716 267 442209.07 3681921.44 442209.47 3681921.24 0.40 -0.20
42 772 253 442264.88 3681935.22 442264.14 3681935.80 -0.74 0.58
43 615 332 442106.19 3681856.65 442106.38 3681856.35 0.19 -0.29
44 616 263 442109.20 3681926.08 442109.14 3681926.20 -0.06 0.12
45 540 245 442031.97 3681944.09 442031.99 3681944.93 0.01 0.83
46 543 175 442035.01 3682013.49 442035.53 3682012.73 0.52 -0.77
47 364 526 441856.39 3681662.90 441856.41 3681662.85 0.02 -0.05
48 301 526 441792.77 3681663.91 441792.47 3681663.49 -0.30 -0.43
49 257 472 441748.54 3681716.01 441748.51 3681716.15 -0.03 0.15
50 278 362 441770.35 3681826.56 441770.18 3681826.14 -0.18 -0.42
51 270 302 441761.42 3681886.77 441761.49 3681886.70 0.07 -0.07
52 337 285 441828.86 3681903.56 441828.49 3681903.32 -0.37 -0.24
53 505 443 441996.59 3681745.10 441996.20 3681745.12 -0.39 0.02
54 463 493 441954.62 3681695.37 441954.76 3681695.23 0.14 -0.14

TRMSE =0.46 m
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Table (4) :Quick Bird by Neural (Matlab), LM Algorithm

No. Image Coordinates Measured Coordinates Computed Coordinates Residuals errors
(pixel) Map (meter ) Map (meter )by Neural
X y E N E’ N’ Vx Vy

1 292 858 441656.81 3681630.51 441656.50 3681630.90 -0.31 0.38
2 399 880 441721.58 3681617.03 441721.68 3681617.08 0.09 0.05
3 520 909 441792.66 3681602.21 441792.56 3681602.28 -0.10 0.08
4 587 919 441833.56 3681593.70 441833.57 3681593.91 0.01 0.21
5 685 939 441892.64 3681581.44 441892.61 3681581.44 -0.03 0.00
6 784 960 441945.66 3681570.39 441945.64 3681570.67 -0.02 0.29
7 901 965 442021.85 3681566.64 442021.36 3681566.49 -0.49 -0.15
8 1151 879 442174.39 3681618.11 44217451 3681618.38 0.12 0.27
9 1291 823 442252.53 3681649.55 442252.64 3681649.37 0.11 -0.18
10 1440 761 442340.43 3681685.04 442340.38 3681685.56 -0.05 0.52
11 1545 677 442408.11 3681745.73 442408.15 3681745.69 0.04 -0.04
12 1571 496 442424.00 3681851.53 442424.12 3681851.32 0.11 -0.22
13 1504 238 442385.02 3682008.00 442385.03 3682007.52 0.02 -0.47
14 1438 134 442340.85 3682074.76 442340.86 3682074.46 0.00 -0.30
15 1322 85 442271.29 3682101.16 442271.36 3682101.51 0.07 0.34
16 1115 76 442151.70 3682106.47 442151.63 3682106.25 -0.07 -0.22
17 826 64 441975.62 3682111.69 441975.69 3682111.52 0.06 -0.17
18 774 72 441942.00 3682106.02 441942.01 3682106.60 0.01 0.58
19 230 207 441621.20 3682026.19 441621.22 3682026.47 0.03 0.28
20 113 281 441543.91 3681975.45 441543.60 3681975.88 -0.31 0.43
21 77 749 441532.40 3681678.76 441532.60 3681678.58 0.20 -0.18
22 602 834 441840.62 3681646.81 441840.67 3681646.68 0.05 -0.13
23 705 854 441906.22 3681633.05 441906.11 3681633.95 -0.12 0.89
24 691 929 441897.21 3681591.04 441897.26 3681591.55 0.05 0.50
25 585 898 441831.65 3681604.58 441831.61 3681604.51 -0.04 -0.08
26 802 613 441962.80 3681780.38 441962.69 3681780.58 -0.10 0.20
27 802 641 441962.07 3681763.43 441962.83 3681763.07 0.76 -0.36
28 854 647 441994.09 3681761.96 441994.04 3681761.71 -0.05 -0.26
29 855 615 441994.81 3681778.95 441994.80 3681778.55 0.00 -0.40
30 179 621 441594.42 3681768.11 441594.38 3681768.98 -0.04 0.87
31 182 631 441594.63 3681761.35 441594.58 3681761.10 -0.06 -0.25
32 310 214 441665.03 3682021.55 441665.07 3682021.45 0.04 -0.10
33 334 324 441683.26 3681949.30 441683.34 3681949.21 0.08 -0.09
34 466 291 441761.31 3681975.10 441761.23 3681975.85 -0.08 0.75
35 857 509 441998.47 3681844.01 441998.38 3681844.97 -0.10 0.96
36 1019 522 442091.11 3681836.24 442091.20 3681836.62 0.08 0.38
37 1210 658 442207.39 3681754.05 442207.34 3681754.32 -0.05 0.28
38 1393 699 442316.28 3681728.09 442316.22 3681728.69 -0.06 0.61
39 1231 745 442219.87 3681704.20 442219.85 3681704.24 -0.02 0.03
40 1325 515 442276.38 3681839.21 442276.52 3681839.78 0.14 0.57
41 1213 379 442209.07 3681921.44 442209.07 3681921.25 0.00 -0.19
42 1307 355 442264.88 3681935.22 442264.77 3681935.25 -0.11 0.03
43 1042 486 442106.19 3681856.65 442106.27 3681856.46 0.08 -0.18
44 1047 371 442109.20 3681926.08 442109.16 3681926.63 -0.03 0.56
45 918 340 442031.97 3681944.09 442031.93 3681944.23 -0.05 0.14
46 923 225 442035.01 3682013.49 44203451 3682013.64 0.51 0.15
47 625 811 441856.39 3681662.90 441856.26 3681662.44 -0.13 -0.46
48 520 806 441792.77 3681663.91 441792.68 3681663.35 -0.09 -0.57
49 446 721 441748.54 3681716.01 441748.35 3681716.60 -0.19 0.59
50 482 537 441770.35 3681826.56 441770.21 3681826.94 -0.14 0.38
51 467 436 441761.42 3681886.77 441761.44 3681886.09 0.02 -0.68
52 580 409 441828.86 3681903.56 441828.20 3681903.93 -0.66 0.37
53 861 672 441996.59 3681745.10 441996.15 3681745.12 -0.44 0.02
54 790 755 441954.62 3681695.37 441954.63 3681695.99 0.01 0.62

TRMSE = 0.39 m
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CONCLUSIONS :

From the experimental results

obtained by this research , the final
conclusions can be given as :

1.

The best results was acquired by using
Neural Network (MLP) applied to
QuickBird Satellite Image.

ANN model has strong error-tolerant
capability, which can automatically
inhibit the impact of the control point
with large error so that it can improve
efficiency in practical geometry correct
application .

ANN model for the geometric
correction completely dependent on the
accuracy of the number of control
points, as the increasing control point
number significantly improved
accuracy.

ANN are economy, fast computing and
easy realization .
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